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Preface

The home page of the Secretary of Defense Corporate Fellows website begins with, “A long-term investment in transforming our forces and capabilities, initiated by Secretary Perry and continued today by Secretary Rumsfeld, the SDCFP is a key part of DoD's strategy to achieve its transformational goals.”  The investment is intended to allow each fellow to, “glean the best of change, innovation, and leading edge business practices that could be implemented to transform DoD.”  In June 2005, I began my year as a SecDef Fellow.  I assumed the most significant benefit would be learning how business operates, thinks, and innovates, and how these concepts could be applied within the military.  What I did not expect was to learn so much about the challenges facing DoD.  Sure, I’d heard about transformation.  To be honest though, it sounded a lot like every other term I’ve heard throughout my career heralding another round of change.  But transformation is unlike any other change DoD has faced.  Our world is transforming.  Nation states, for centuries the major influencers of world events, are being relegated more and more to the role of interested observers.  Globalization, global terror, transnational corporations, and the internet are becoming dominant factors in shaping decisions and events around the world. This round of change that DoD has dubbed transformation and is working to implement through Network Centric Warfare is in response to this transforming world.  I learned of the significance of that transformation while working in industry.  I watched industry struggle with how to adapt and innovate to address this transformation.  I also realized how little I knew about transformation.  Without an understanding of the vision of Network Centric Warfare and the basic technology that will enable it, the warfighter will only see change.  By taking the time to understand, the warfighter will see the future.

I would like to thank my Raytheon sponsors, Bruce Snider and Lynn Dugle, for their support throughout my fellowship year.  I’d also like to thank MG(Ret) Dean Cash and Col(Ret) Frank Higgins for introducing me to the concept of Network Centric Warfare and allowing me to participate in the development of strategies associated with the concept.  Without their support and the support of sponsor companies like Raytheon, the Secretary of Defense Corporate Fellows Program would be unable to achieve its’ intended purpose.  I'd also like to thank the other 2006 SECDEF Fellows:  Ian Dickinson, Rick Murphy, Roy Fox, Dan Matchette, Ray L'Heureux, Gary Peterson, and Kate Gregory.  The SecDef Corporate Fellows program is a “team sport” and no single fellow would be as successful without working within that team.

au/school/NNN/2004-04

Abstract

DoD transformation through the implementation of Network Centric Warfare has the potential to fundamentally change the nature of how wars are fought.  Inherent in this transformation is the adoption across the DoD enterprise of a Service Oriented Architecture, enabling the integration of disparate warfighting systems.  This integration will drive the need to transform both military doctrine and acquisition policy.  Achieving success through this transformation process will require warfighters who not only understand doctrine, but also the underlying technology of Network Centric Warfare.  Without the direct participation of warfighting experts, the solutions will likely attempt to duplicate current lines of communication and warfighting constructs, losing the opportunity to redefine and optimize the way we fight. Worse, if an attempt to redefine warfighting is attempted without in-depth participation by the experts, the results will likely prove unworkable.  

Similarly, acquisition professionals must recognize that the introduction of disruptive technology affecting the nature of how wars will be fought, will require an agile acquisition process, responsive to the rapid pace of innovation as warfighters identify new capabilities achievable through the technology.  A GAO report released in January 2006, is not optimistic that major joint programs such as development of the Global Information Grid can be effectively or efficiently procured by the current acquisition system.  New processes and ways of thinking about acquisition will be required for the end result to be successful.  

Introduction

“Warfare is about human behavior in a context of organized violence directed toward political ends. So, network-centric warfare (NCW) is about human behavior within a networked environment. “The network” is a noun, the information technology, and can only be the enabler. “To network” is the verb, the human behavior, the action, and the main focus. So, implementation of NCW must look beyond the acquisition of the technical enablers to individual and organizational behavior, e.g., organizational structure, processes, tactics, and the way choices are made. In other words, all elements of the enterprise are in play.  

The U.S. Armed Forces’ progress in transforming from the Industrial Age to the Information Age, though far from complete, has been illustrated during Operations Enduring Freedom and Iraqi Freedom. These campaigns, mounted against determined, potent foes in Afghanistan and Iraq, were characterized by the conduct of highly effective, network-centric operations by coalitions organized and led by the U.S. Central Command.

Our military is embracing NCW. All of the Service and Joint Transformation Roadmaps are based on a central principle. This is helping to create and maintain a decisive warfighting advantage for U.S. forces. In the Information Age, power is increasingly derived from information sharing, information access, and speed, all of which are facilitated by networked forces. NCW involves a new way of thinking about how we accomplish our missions and how we organize and interrelate within and among all echelons and at all levels of warfare—strategic, operational, and tactical.”  





       - VADM (Ret) Arthur Cebrowski
These remarks by Vice Admiral (Ret) Arthur Cebrowski, preface “The Implementation of Network Centric Warfare” published by the DoD Office of Force Transformation.  They represent the vision of how DoD will engage in, and win, future conflict.  While recent military operations have begun to capitalize on the capabilities enabled by NCW, the full potential is much more dramatic.  Consider the following scenario:  The year is 2020 and the Global War on Terrorism is still in full swing.  A nation in the non-integrated gap1 has been identified as a staging ground for terrorist activity and U.S. forces have been deployed to counter the threat.  A scout team has just identified a safe house used by one of the terrorist cells.  The team lead requests current imagery of the area surrounding his present location through the use of a hand-held PDA.  Utilizing blue-force tracking, an automated system identifies the team lead’s current location, scans a database of recent imagery and downloads a compressed image file to the PDA.  Displaying the image on the PDA, the scout team lead uses a stylus to select the location of the terrorist safe house and submits a target request.  Because the image was geo-rectified, the coordinates for the safe house are mensurated, allowing precise targeting coordinates to be sent with the request. 

The transmitted target request is received at the Joint Operations Center and a target validation application determines whether the target request complies with published Rules of Engagement (ROE) and Commander’s Intent.  If not, the request is forwarded to the targeting cell for manual validation.  Once validated, the request is electronically sent to a targeting service which identifies the best available asset to engage the target.  In this case, two A-10C aircraft are in the area and armed with the newest version of the Small Diameter Bomb.  The lead pilot receives a tasking request on his display and selects “accept.”  This acceptance generates information messages to both the scout and pilot.  The message to the scout tells him that two A-10Cs will engage the target, provides the aircraft call-sign, radio frequency, current position, ETA, ordnance available, and establishes a direct link between the aircraft and scout PDA for data/image transfer.  The pilot receives the target coordinates, current imagery, scout location, callsign, and frequency for the attack.   

The coordinates are sent to the aircraft’s navigation system, which provides steering to the target, while the geo-rectified image is overlaid on the digital map on one of the cockpit displays with the target annotated by a triangle.  On direction of the pilot, the aircraft’s targeting pod is slaved to the target location with the target also annotated by a triangle.  The pilot can then compare the imagery received with his targeting pod imagery to validate the target.  Another action by the pilot sends his current Sensor Point of Interest (SPI) and targeting pod image to the scout’s PDA for target verification by the scout.  Once the scout confirms the target, he sends an electronic message to the pilot clearing him to engage.  Based on near-real time intelligence information continually updated through the aircraft’s datalink, the pilot is able to choose an attack plan based on threats and weather in the target area.  Maneuvering for the attack, the pilot releases a single weapon which guides to the target based on both coordinates and target image recognition, scoring a direct hit.  The aircraft targeting pod is then used to provide battle damage assessment (BDA) of the target.  This information is sent to the targeting service which clears the target from the tasking cue and automatically sends BDA information to intel allowing an automatic update of the current enemy situation.

1 From The Pentagon’s New Map, by Thomas Barnett.

Overview

While the scenario presented above is fictional, the technology enabling this engagement is not.  The dramatic reduction in the time required to execute the kill chain is possible through the integration of existing sensors, weapons, and Command and Control (C2) systems within a Service Oriented Architecture (SOA).  Elements of this technology are in use today within closed communities of interest.  However, a fully integrated system, leveraging all capabilities across the battlespace, is not yet a reality.  Achieving success will undoubtedly require significant investment in integrating technologies, and these efforts are underway.  But the technology is only one element of success.  Admiral Cebrowski highlights the need to transform our way of thinking, our way of warfare, at the strategic, operational, and tactical levels.  This is the responsibility of the warfighter.  Real transformation will require warfighters who understand both warfighting doctrine and the enabling technology.  Similarly, acquisition professionals must recognize that the introduction of disruptive technology affecting the nature of how wars will be fought, will require an agile acquisition process, responsive to the rapid pace of innovation as warfighters identify new capabilities achievable through the technology. 

This paper will focus on three major areas: 1) an overview of SOAs and underlying technology requirements; 2) warfighting considerations, which must be addressed to leverage the capabilities of the technology; and 3) acquisition challenges that must be addressed to ensure both compatibility of systems and responsiveness in an environment of rapid technology change and an even more rapid evolution of requirements as professional warfighters are exposed to the technology and see new opportunities that can not be envisioned today.  Ten years ago, access to the Internet was nice to have; today it is rapidly becoming indispensable.  Today, we enhance our warfighting capability through joint operations that leverage information superiority; in ten years, our level of joint integration and information dominance will define our warfighting capability.

Service Oriented Architectures

A service oriented architecture (SOA) is the framework enabling the Global Information Grid (GIG).  The GIG is: “The globally interconnected, end-to-end set of information capabilities, associated processes and personnel for collecting, processing, storing, disseminating, and managing information on demand to Warfighters, policy makers and support personnel. The GIG includes all owned and leased communications and computing systems and services, software (including applications), data, security services, and other associated services necessary to achieve information superiority.” (ASD/NII, 62)  Therefore, in the broadest sense, the GIG represents the technical foundation of DoD’s vision of transformation.
In order to understand the significance of a SOA, it is first necessary to understand what a service is.  “A service is a function that is well-defined, self-contained, and does not depend on the context or state of other services.” (Barry, 19)  Douglas Barry uses the analogy of audio-video (AV) components to further explain the concept of services.  AV systems today contain a wide variety of components, CD players, DVD players, VCRs, tuners, TVs, etc.  Each can be viewed as a service.  Each is self-contained and they don’t rely on the other to function.  The VCR doesn’t have to be on to play a DVD.  Likewise, a VCR can record a TV program without the TV being on.  While independent, they support a common AV system.  The speakers produce sound from the TV, VCR, DVD, and CD, while the TV can display it’s own image, or images sent from the VCR or DVD.  This is possible because they are all linked together with cables, allowing them to communicate and common standards exist so each component can understand what is being communicated. (Barry, 19) 

  For services to be integrated, they must be able to communicate using common standards.  Today, there are many closed communications systems and standards.  Aircraft configured with Situational Awareness Datalink (SADL) can communicate with other SADL equipped aircraft, but not directly with aircraft equipped with Link-16.  Even if they could communicate, there is only limited standardization in the format of the information transmitted.  Consider this situation.  The following target coordinates and elevation are being transmitted from one type of fighter aircraft to another:  Coordinates - N32°25.800’ E072°45.467’; Elevation – 80’.  Both aircraft use fixed format messaging, which means that information is transmitted in specified blocks of a specified length.  The coordinate block on the transmitting aircraft is 17 characters long based on using the coordinate format of degrees, minutes, and thousandths of minutes.  However, the coordinate block on the receiving aircraft is 15 characters long because that aircraft uses the coordinate format of degrees, minutes, and seconds.  Both aircraft use a 5 character block for elevation.  If this information is accurately received by the receiving aircraft the result will be:  Coordinates - N32°25’48” E072°45’28”; Elevation – 80’.  Using fixed format messaging, let’s see what happens:   

[image: image1.emf]
The receiving aircraft receives the following coordinates and elevation:  Coordinates - N32°25’80” 0E07°24’54”; Elevation – 67000’.  Obviously, this is a problem.  


One solution would be to mandate that all coordinates passed by every system in DoD be based on a single format.  A far better solution would be to adopt the use of XML encryption.  XML places tags around discrete elements of data identifying both the beginning and ending of each data element and provides a basic name for each element.  Using XML encryption, let’s see what happens now:
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Because each data element is tagged, each data element can be any length.  The message also includes a coordinate format element allowing the aircraft to know what format the coordinates will be transmitted in, allowing the receiving aircraft to convert the data if required into another format.  This example is overly simplified, but is intended to highlight the problems associated with dissimilar communications standards and one method currently available to provide standardization, while providing flexibility in the format of the transmitted information.     


While XML is considered by many to be the best solution, it does have a near term Achilles heal, which is bandwidth.  The tags at the beginning and end of each data element mean more data must be transmitted.  In fixed locations where high-bandwidth is available, this isn’t a problem.  But in mobile, limited-bandwidth systems, this can have a significant impact.  Until high-bandwidth connectivity is available across all systems in the battlespace, the likely solution is to allow fixed format messaging between these limited bandwidth systems, using mandated standards, while using adaptors once the information is sent to higher bandwidth systems to convert the information.


Once compatible communications are available and standards are adopted for information transfer, the next challenge is discovering where various types of information reside and how to access the information.   This requires that stored data be cataloged using metadata.  Metadata literally means “data about data.”  Consider the analogy of a card catalog in a library.  Every book in the library is categorized by title, author, and subject, etc.; the book’s metadata.  The card catalog contains cards for each book allowing a patron to search for the desired book(s).  Without this metadata cataloging, or access to a card catalog, it would be virtually impossible for anyone to find the desired material.  The internet provides another relevant example.  There are literally millions of web pages available on the internet.  Without robust metadata cataloging of these web pages and search engines such as Google and Yahoo to sift through the catalog, there would be no way to access the vast array of information available through the internet.  


 Obviously, the creation of a service oriented architecture is much more complex than simply establishing compatible communications systems and cataloging data.  Methods and rules governing how the data will move between systems, data buffering and latency, error checking, etc., are all required elements.   Collectively, these elements are referred to as Web Services.  A detailed discussion of Web Services is beyond the scope of this paper.  It is only necessary to recognize that Web Services exist and represent a significant technical challenge in developing a robust, effective, and efficient SOA.  


The actual services themselves constitute the last major element of a SOA.  A very general definition of a service was provided at the beginning of this section to lay the foundation discussing the concept of a SOA.  A more practical definition of a service is simply a capability or set of capabilities that are made available through a SOA for use by all those who have access.  DoD has defined two broad categories of services, Core Enterprise Services (CESs) and Community of Interest (COI) Services.  

“Core Enterprise Services enable both service and data providers on the "net", by providing and managing the underlying capabilities to deliver content and value to end-users.” (NII, 4)  These services are required by all users and enable the overall functioning of a SOA.  DoD has defined nine CESs (see Figure 1) and the Defense Information Services Agency (DISA) has been given responsibility for fielding these services.  CESs must be designed to support a broad range of COI services and new requirements without the need to redesign the core service. (NII, 4) 
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(Figure 1)

“COIs are collaborative groups of users who must exchange information

in pursuit of their shared goals, interests, missions, or business processes, and who therefore must have shared definitions for the information they exchange.  Communities provide an organization and maintenance construct for data, operational processes and mission capabilities, providing boundaries to group information and functions relevant to the COI. COIs may be composed of members from one or multiple functions and organizations. Institutional COIs, whether functional or cross-functional, tend to be continuing entities with responsibilities for ongoing operations. They also lend support to contingency and crisis operations. Expedient COIs are more transitory and ad hoc, focusing on contingency and crisis operations. In all cases, the information and the functions that operate on it are bounded by the COI. This implies a tighter coupling of information and functions within a COI, and a looser coupling between COIs.” (NII, 4)  Examples of a COI might include an Air Operations Center, Carrier Battle Group, DoD Finance, Personnel, or Supply and Logistics Centers.  Each of these COIs will require unique services to accomplish their missions.  In the scenario at the beginning of this paper, automated capabilities such as blue force tracking, imagery collection/correlation, and targeting could be provided as services to various COIs.  The various DoD Service transformation roadmaps identify numerous COI services and state that other as yet undefined COI services will  be required to enable future capabilities.  


Users will access the capabilities of these services through a variety of applications.  The applications will take many forms.  Again, referencing the scenario, the software in the scout’s PDA and the A-10’s mission computer are examples of applications accessing the information and capabilities of various services.  Other potential applications include systems to track munitions availability, aircraft maintenance status, personnel readiness, etc.  Granted, many of these applications are available today, but they are not integrated.  Consider the following addition to the scenario:  As the A-10 releases the weapon on the target, the weapon type, location and time are transmitted by the aircraft.  This transmission cues ISR assets to confirm the battle damage assessment while simultaneously cueing a munitions service to reduce the available weapon’s inventory at the aircraft’s base, and automatically generating a resupply request if required.  The result is a dramatic gain in efficiency throughout the enterprise.


Figure 2 provides a simply, graphical summary of the elements of a SOA.  The communications layer represents the communications systems enabling the transfer of data.  The information infrastructure layer represents the core of the SOA where the actual information resides and is managed through Web Services enabled connectivity between the various CESs and COI services.  The applications layer contains all applications that access various services within the information infrastructure layer. 


[image: image2]
(Figure 2)

Warfighting Considerations


In general terms, disruptive technology is any technology that induces radical change.  In its most current context, this change has been related to commercial markets.  But the impact of disruptive technology has had a significant impact on warfighting for centuries.  The crossbow, armor, gunpowder, the tank, aircraft, satellite, nuclear weapons, and precision guided munitions have all radically transformed the nature of warfare.  Transformation enabled by technology is once again occurring in warfare through the introduction and proliferation of network technology.  This technology will force a radical rethinking of traditional roles and responsibilities.  The inherent danger however, is the risk that warfighters will find themselves unprepared to leverage these new capabilities due to a combination of lack of understanding of the technology and an adherence to traditional roles and responsibilities.  


One fundamental area which must be address is the application of rules of engagement (ROE).  DoD Joint Publication 1-02 defines ROE as, “Directives issued by competent military authority that delineate the circumstances and limitations under which United States forces will initiate and/or continue combat engagement with other forces encountered.”  Currently, these rules are distributed throughout the theater of operations and all military members are expected to read and comply with the stated guidance.  Although a few technically sophisticated systems allow for autonomous operation, this capability is rarely used and virtually all decisions supporting an engagement are made by a human.  This construct is referred to as “human in the loop.”  Retaining the human in the loop as a requirements for all ROE decisions however will significantly reduce the efficiency and timeliness of action and prevent they reduction in the time necessary to execute the kill chain achievable through NCW.  To some, this will be viewed as a radical idea, to others, radically dangerous.  But there is a reasonable, rational approach available that will provide for both the speed of automated decision making while preserving the necessity of human decision-making.


ROE decisions can be categorized into two categories, logic based decisions and judgment based decisions.  Logic based decisions can by answered by applying logical qualifiers (if-then, yes-no) to fact based situations.  Judgment decisions require interpretation of the situation to draw a conclusion.  Referencing the presented scenario some logic based decisions would be:  Is the requestor (scout team lead) qualified to designate targets?  Does the target description qualify as a valid target per published ROE?  If multiple weapons systems are available to engage the target, which system provides the optimum combination of responsiveness, weapon type, and survivability?  A judgement based decision might include:  In a target saturated environment, what should the priority of this target be?  Another judgment based decision would occur if the requestor was not qualified to designate a target.  This would require a qualified individual to assess the situation and make the determination.  


The delineation between logic based decisions and judgment based decisions provides a mechanism to determine which decisions can/should be automated and which decisions require a human in the loop.  Logic based ROE could be published as logical statements that could be easily entered into Command and Control (C2) systems.  Judgment based ROE can also benefit from a networked environment.  If the judgment based ROE includes the individual(s) and/or organization(s) qualified to make the judgment, and the factors associated with making the judgments, relevant information can be pushed to those decision-makers to speed the decision-making process.  Again, referencing the scenario, if the supporting tactical operations center had target designation authority instead of the scout, the target request could automatically generate a request for real-time imagery of the target area to allow rapid validation of the target.


Another warfighting consideration is the need to rethink how areas of responsibility are defined.  Today, artificial sectors are used to deconflict operations.  Forces are assigned geographic sectors with various control measures such as the Fire Support Coordination Lines (FSCLs) or Restricted Operating Areas (ROAs).   Aircraft operating beyond the FSCL do not require close coordination with ground forces, whereas operations inside the FSCL do.  While these measures have been effective tools for deconflicting operations in the past, they may hinder efficiency in a networked environment where real-time visibility of blue and red forces are visible through a common battlespace picture.  Excess warfighting capacity may exist in one sector while another sector requires additional capacity to achieve the required objective.  There is also no current method to adequately quantify warfighting capacity across the battlespace allowing adjustments in real time.  


Consider the following:  Every warfighting system, from the individual soldier to supersonic fighter aircraft, has a definable area of influence (AOI).  This AOI is based on the system sensor range (how far they can see) and weapons range (how far they can shoot).  The AOI also varies with time, from an immediate AOI based on current position, to an ever increasing size based on speed of movement.  With a fully implemented blue force tracking system, every warfighting system is visible within the battlespace with a definable AOI.  When viewed in the aggregate, it is possible to produce a view of the battlespace based on the density of warfighting capacity.  


As a simplified example of how this type of information could be used, consider a real-time view of fighter aircraft over Iraq, showing an AOI based on a 10 minute reaction time (Figure 3).  Each circle represents the AOI of a flight of aircraft, and is based on the distance the flight can fly in 10 minutes coupled with the aircraft’s sensor and weapons range.  This type of system would significantly enhance a commander’s ability to conduct time sensitive targeting missions across the battlespace.  In Figure 4, current target requests have been overlayed.  The targets in blue are supported within the required timeframe by air assets currently available.  Targets in red can not be supported in the time required.  This application would allow an Air Operations Center (AOC) to immediately recognize the problem and easily select which assets can be repositioned to support the targets without impacting ongoing operations.


[image: image3]
(Figure 3)




(Figure 4)



Finally, consider the current connectivity requirements for Close Air Support (CAS) C2 (Figure 5).  As the DoD works to implement NCW, the simple solution would be to duplicate each connectivity line using network systems.  While this approach will definitely shorten the time required to execute a CAS mission, is it the optimum approach for leveraging the technology?  The answer to this question will require the expertise of warfighting professionals trained in the CAS mission who understand the significance of each connectivity line.  But without a similar understanding of the potential of NCW and the underlying technology, these same warfighters won’t have insight to see beyond the lines.
[image: image4.emf]
DoD Joint Pub 3-09.3 (Fig 11-4)

(Figure 5)
These issues represent only a few of the warfighting considerations that must be addressed as NCW is implemented.  The key to success will the DoD’s ability to leverage a wide spectrum of warfighter expertise throughout the ranks.  Only with this broad approach will the majority of substantive issues be properly addressed.

Acquisition Considerations

In the book “The Innovator’s Dilemma,” Harvard Business School professor Clayton Chistensen describes the effect disruptive technology can have on companies.  He states that because of the newness of the technology and a failure to recognize the impact of the technology, companies can fail to adapt in a timely manner.  The disruptive nature of network technology in terms of the internet provides multiple examples.  Internet companies such as Amazon and Ebay have fundamentally changed the landscape of consumer purchasing, causing physical stores to be transplanted by virtual ones.   Network technology will also cause major disruption as it is adopted within the DoD and defense industry.  As a Secretary of Defense Corporate Fellow working at Raytheon, it is apparent that the defense industry is already struggling to address the changes they see on the horizon.  The acquisition of networking capability will offer new business opportunities for industry, but will likely require different business models to support the way the technology will be procured and managed.  For instance, the Defense Information Systems Agency (DISA) is considering acquiring one or more of the CESs through a managed service construct (need reference).  Think of Travelocity or Ticketmaster as examples of managed services.  Each company paid for the development of the software.  They make money by charging a fee each time you use the service.  They own responsibility for managing the service and providing regular product updates.  This type of business model represents a major unknown for today’s defense industry.  Also, the impact on traditional defense industry products including weapons, sensors, and combat platforms is as yet unknown.  New competitors, specializing in network technology will create further disruption of a market generally limited to a few major players.  Similar challenges will face the defense acquisition community, both in terms of structure and the overall approach to acquisition.  


One significant challenge faced by the DoD acquisition community will be the need to create a fully compatible and integrated joint network.   A Government Accountability Office report to Congress released in January 2006 raises serious questions about DoD’s ability to support development of the GIG.  “DoD’s decentralized management approach for the GIG is not optimized for the development of this type of joint effort, which depends on a high degree of coordination and cooperation.  Clear leadership and the authority to enforce investment decisions across organizational lines are needed to achieve the level of coordination and cooperation required, but no one entity is clearly in charge of the GIG or equipped with the requisite authority, and no one entity is accountable for results.” (GAO, 3)  


Raytheon, like many large corporations, is a collection of smaller businesses focused around specific areas of expertise.  In many cases, this results in each business having a unique relationship with a particular DoD agency.  For instance, while Raytheon Network Centric Systems has contracts with all the DoD Services and many agencies, their major customer is the U.S. Army.  Similarly, Raytheon Integrated Defense Systems does a significant amount of work for the U.S. Navy.  The result is that each business tends to align its solutions with its primary customers.  While there is a clear recognition that DoD is working to establish joint standards and requirements for network systems through the offices of the Assistant Secretary of Defense for Networks and Information Integration and JFCOM, there is also clear recognition that ultimately the Services and agencies such as the Defense Information Systems Agency (DISA) have the procurement dollars.  The result is that while the solutions industry develops will comply with joint standards as mandated, they will be optimized and structured based on guidance from the individual procuring Service or agency.  Companies like Raytheon are working to establish strategies and processes that will allow them to share solutions across the company and re-use technology when possible, but the benefit is still isolated to programs being developed by Raytheon.  

Recognizing this problem, leaders within industry have created various organizations and consortiums to work toward common standards and technical architectures.  One example, the Network Centric Operations Industry Consortium (NCOIC), is a large group of defense contractors, IT companies, and universities working to identify common solutions and offering guidance to DoD on a path ahead.  While groups such as this are diligently working to address these challenges, the downside is having another “chief” in an every growing tribe of “chiefs.”  Each Service and agency claims to have a joint solution.  Each major defense contractor and large IT company claims to have a common architecture that is compliant with joint standards.  ASD(NII) and JFCOM claim to be establishing the joint vision for NCW.  Are these solutions and visions all focused on the same target?  The GAO believes the answer is no.  “DoD’s major decision-making processes are not structured to support crosscutting, department-wide efforts such as the GIG.  Overall, these processes were established to support service and platform-oriented programs rather than joint, net-centric programs, and in some significant respects, they remain configured in this way.” (GAO, 4)   

The heart of the problem appears to be a disconnect between responsibility and authority.  The individuals/organizations vested with the responsibility for ensuring standardization and interoperability are not the same individuals/organizations vested with the authority to procure the systems which must be standardized and interoperable.  This problem is compounded by the fact that industry responds to those with procurement responsibility, which are not the ones vested with the responsibility to ensure interoperability.  Many 

The GAO makes the following recommendation:  “To better accommodate the crosscutting nature of the GIG development effort, we recommend DoD adopt a management approach that will ensure a joint perspective is taken.  In doing so, DoD should (1) consolidate responsibility, authority, and control over resources—within the existing management structure or in a new entity—necessary to enforce investment decisions that cut across organizational lines and (2) hold the organization accountable for ensuring the objectives of the GIG are achieved.” (GAO, 27)  In its’ response to the GAO report, the DoD concurred with these recommendations.  Their solution is based on the establishment of four IT portfolios, with overall management responsibility for the procurement of systems that are fully compliant with joint warfighting requirements. (GOA, 32).  If this solution fails to produce the intended result with a level of efficiency affordable within future defense budgets, the only remaining alternative will be to shift procurement responsibility for C4ISR systems from the Services to a joint organization as suggested by the GAO.  Finding a workable solution is a necessity.  Any warfighter who has fought in a recent conflict has had to deal with the frustration of non-compatible communications systems.  Opportunities are lost and time wasted finding a workaround.  As we move toward a transformational way of warfighting based on a foundation of integrated C4ISR systems, the issue will quickly shift from a frustration to an inability to accomplish the mission.  

Another key challenge faced by the acquisition system will be the level of responsiveness to rapidly changing warfighter requirements.  An illustrative example of this challenge is the scheduling module for the Air Force’s Theater Battle Management Control System (TBMCS).  TBMCS was developed by the Air Force and fielded with a variety of modules for various C2 functions.  One of these functions was aircraft sortie scheduling.  As units began to use the system, they discovered it required modification to support their unique scheduling requirements.  However, the acquisition system was unable to accommodate the required changes in a timely fashion.  Updates to the program were released, but only in a traditional acquisition cycle and not frequently enough to address the requirements of the warfighters tasked to produce a schedule every day.  In one wing, the problem became so bad that the schedules pulled their old scheduling boards out of the closet and built the schedules manually.  Once the schedule was finalized, admin personnel would type the completed schedule into the scheduling module of TBMCS that had been mandated for use.  Other units took a different approach and migrating to other scheduling tools.  One tool was developed by engineers at Eglin AFB.  As units began to use this system they also discovered limitations.  However, because the system was developed by in-house engineers at Eglin, they simply accepted requests for changes from all the units using the program and continued to release updates to the program on a regular basis, sometimes within a matter of weeks.  While the result was rapid change in the period following initial release, the program provided an excellent scheduling tool that dramatically reduced the time required to build and manage a schedule and flying hour program.  Eventually, this program was incorporated into TMBCS and is now being used increasingly as the standard scheduling tool.

The lesson learned from this example is not that in-house development of systems is preferable to contracting for development of a capability.  While the expertise existed at Eglin to solve this particular problem, that circumstance was unique.  The lesson learned is the need for a responsive acquisition system accountable to warfighting requirements.  Learning and applying this lesson will be critical to the successful implementation of NCW.

The previous discussion of SOAs categorized the elements of a SOA into three layers, communications infrastructure, information infrastructure, and functional applications.  The capabilities achievable through development of SOAs will be resident in the functional applications layer.  These applications will be software based and will form the primary means for warfighters to leverage the capabilities inherent in NCW.  Today, those familiar with the technology can envision hundreds of potential applications.  As the technology is fielded, hundreds more will be demanded.  Each application will be developed based on a set of requirements articulated through our acquisition process.  However, since this is disruptive technology designed to transform the way we fight, the requirements will only be our first, best guess of what capability is needed.  As soon as these applications reach the warfighter, new requirements will be recognized and changes required to support execution of our evolving mission.  Today’s system will not support this requirement.  Once fielding of a system occurs, new funding must be approved for follow-on improvements.  If funding is not available, the improvements can’t be made.  Even if funds are available, the normal acquisition process for software requires 18-24 months prior to release of the updated software.  Accepting this status quo will significantly impact the utility of these new capabilities and inhibit the benefit to the warfighter. 

One possible solution would be the adoption of capability enhancement provisions within the base contract.  Under this construct, initial funding for development of an application would include funding for follow-on improvements on a time and materials basis.  Changes or capability enhancements would be submitted by warfighters in the field, validated by the program office, then forwarded to the contractor for action.  If the change was critical to the basic functionality of the system the work would be accomplished immediately and released as an interim update.  Otherwise, the improvements could be grouped and released as major updates.  Having funding available within the base contract would not only reduce the delay associated with obtaining the additional funds, but would also ensure certain key engineers who developed the application would be available to handle the changes/improvements.  Otherwise, these engineers would be assigned to other projects and new engineers, requiring spin-up time to become familiar with the application, would have to be assigned.  This system would also provide a mechanism to track the adequacy of the original contract requirements.  The number and cost of the changes required in the first year could be tracked as a metric.  Programs requiring significant change would indicate that the initial requirements were poorly developed.  This feedback metric could then be used to improve the requirements development process and provide benchmark examples when only minor changes were required.  

Undoubtedly, there are many other acquisition considerations that will affect DoD’s implementation of NCW.  The ability to transform the way combat operations are conducted will require transformation on many fronts.  Without a concerted effort to transform the way we acquire joint capabilities however, we may fail to realize our vision of transforming the way we fight.

Conclusion


Network Centric Warfare represents the vision of DoD transformation.  This transformation is not optional.  In order for DoD to effectively support U.S. strategic goals, it must adjust to the rapidly changing global environment.  Technological advancement will represent a major force multiplier in this new environment.  However, our strategic, operational, and tactical approach to warfare, as well as the way we think, must also transform in order to fully leverage the capabilities inherent in NCW.  Our approach to acquisition must also change in order to efficiently and effectively procure systems that seamlessly support joint operations.  


While a vision for the concept has been articulated and the first substantiation of the technology is under development, the real potential for NCW will only be achieved when warfighters gain an understanding of the capabilities of the technology and envision new ways of conducting combat operations.  To simply accept a shortening of the kill chain based on improvements in the speed of information transfer is to overlook the true benefit of the technology.  The advent of the tank and other mechanized vehicles was a significant leap forward in technology, but the true value of the technology was achieved through a new way of thinking, blitzkrieg.  NCW has the potential to redefine the way we fighter and the way we support the fight.  The ability to leverage this technology will be based on the willingness of warfighters to envision new ways of fighting and challenge the system to produce more than an incremental improvement in capability. 
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Introduction

“Warfare is about human behavior in a context of organized violence directed toward political ends. So, network-centric warfare (NCW) is about human behavior within a networked environment. “The network” is a noun, the information technology, and can only be the enabler. “To network” is the verb, the human behavior, the action, and the main focus. So, implementation of NCW must look beyond the acquisition of the technical enablers to individual and organizational behavior, e.g., organizational structure, processes, tactics, and the way choices are made. In other words, all elements of the enterprise are in play.  

The U.S. Armed Forces’ progress in transforming from the Industrial Age to the Information Age, though far from complete, has been illustrated during Operations Enduring Freedom and Iraqi Freedom. These campaigns, mounted against determined, potent foes in Afghanistan and Iraq, were characterized by the conduct of highly effective, network-centric operations by coalitions organized and led by the U.S. Central Command.
Our military is embracing NCW. All of the Service and Joint Transformation Roadmaps are based on a central principle. This is helping to create and maintain a decisive warfighting advantage for U.S. forces. In the Information Age, power is increasingly derived from information sharing, information access, and speed, all of which are facilitated by networked forces. NCW involves a new way of thinking about how we accomplish our missions and how we organize and interrelate within and among all echelons and at all levels of warfare—strategic, operational, and tactical.”  

These remarks by Vice Admiral (Ret) Arthur Cebrowski, preface “The Implementation of Network Centric Warfare” published by the DoD Office of Force Transformation.  They represent the vision of how DoD will engage in, and win, future conflict.  While recent military operations have begun to capitalize on the capabilities enabled by NCW, the full potential is much more dramatic.  Consider the following scenario:
The year is 2020 and the Global War on Terrorism is still in full swing.  A nation in the non-integrated gap has been identified as a staging ground for terrorist activity and U.S. forces have been deployed to counter the threat.  A scout team has just identified a safe house used by one of the terrorist cells.  The team lead requests current imagery of the area surrounding his present location through the use of a hand-held PDA.  Utilizing blue-force tracking, an automated system identifies the team lead’s current location, scans a database of recent imagery and downloads a compressed image file to the PDA.  Displaying the image on the PDA, the scout team lead uses a stylus to select the location of the terrorist safe house and submits a target request.  Because the image was geo-rectified, the coordinates for the safe house are mensurated, allowing precise targeting coordinates to be sent with the request. 

The transmitted target request is received at the Joint Operations Center and a target validation application determines whether the target request complies with published Rules of Engagement (ROE) and Commander’s Intent.  If not, the request is forwarded to the targeting cell for validation.  Once validated, the request is electronically sent to a targeting service which identifies the best available asset to engage the target.  In this case, two A-10C aircraft are in the area and armed with the newest version of the Small Diameter Bomb (SDB).  The lead pilot receives a tasking request on his display and selects “accept.”  This acceptance generates information messages to both the scout and pilot.  The message to the scout tells him that two A-10Cs will engage the target, provides the aircraft callsign, radio frequency, current position, ETA, ordnance available, and establishes a direct link between the aircraft and scout PDA for data/image transfer.  The pilot receives the target coordinates, current imagery, scout location, callsign, and frequency for the attack.   
The coordinates are sent to the aircraft’s navigation system, which provides steering to the target, while the geo-rectified image is overlaid on the digital map on one of the cockpit displays with the target annotated by a triangle.  On direction of the pilot, the aircraft’s targeting pod is slaved to the target location with the target also annotated by a triangle.  The pilot can then compare the imagery received with his targeting pod imagery to validate the target.  Another action by the pilot sends his current Sensor Point of Interest (SPI) and targeting pod image to the scout’s PDA for target verification by the scout.  Once the scout confirms the target, he sends an electronic message to the pilot clearing him to engage.  Based on near-real time intelligence information continually updated through the aircraft’s datalink, the pilot is able to choose an attack plan based on threats and weather in the target area.  Maneuvering for the attack, the pilot releases a single weapon which guides to the target based on both coordinates and target image recognition, scoring a direct hit.  The aircraft targeting pod is then used to provide battle damage assessment (BDA) of the target.  This information is sent to the targeting service which clears the target from the tasking cue and automatically sends BDA information to intel allowing an automatic update of the current enemy situation.
Overview
While the scenario presented above is fictional, the technology enabling this engagement is not.  The dramatic reduction in the time required to execute the kill chain is possible through the integration of existing sensors, weapons, and C2 systems within a Service Oriented Architecture (SOA).  Elements of this technology are in use today within closed communities of interest.  However, a fully integrated system, leveraging all capabilities across the battlespace, is not yet a reality.  Achieving success will undoubtedly require significant investment in integrating technologies, and these efforts are underway.  But the technology is only one element of success.  Admiral Cebrowski highlights the need to transform our way of thinking, our way of warfare, at the strategic, operational, and tactical levels.  This is the responsibility of the warfighter.  Real transformation will require warfighters who understand both warfighting doctrine and the enabling technology.  Similarly, acquisition professionals must recognize that the introduction of disruptive technology affecting the nature of how wars will be fought, will require an agile acquisition process, responsive to the rapid pace of innovation as warfighters identify new capabilities achievable through the technology. 

This paper will focus on three major areas: 1) an overview of SOAs and underlying technology requirements; 2) warfighting considerations, which must be addressed to leverage the capabilities of the technology; and 3) acquisition challenges that must be addressed to ensure both compatibility of systems and responsiveness in an environment of rapid technology change and an even more rapid evolution of requirements as professional warfighters are exposed to the technology and see new opportunities that can not be envisioned today.  Ten years ago, access to the Internet was nice to have; today it is rapidly becoming indispensable.  Today, we enhance our warfighting capability through joint operations that leverage information superiority; in ten years, our level of joint integration and information dominance will define our warfighting capability.
Service Oriented Architectures

A service oriented architecture (SOA) is the framework enabling the Global Information Grid (GIG).  The GIG is: “The globally interconnected, end-to-end set of information capabilities, associated processes and personnel for collecting, processing, storing, disseminating, and managing information on demand to Warfighters, policy makers and support personnel. The GIG includes all owned and leased communications and computing systems and services, software (including applications), data, security services, and other associated services necessary to achieve information superiority.” (ASD/NII, 62)  Therefore, in the broadest sense, the GIG represents the technical foundation of DoD’s vision of transformation.
In order to understand the significance of a SOA, it is first necessary to understand what a service is.  “A service is a function that is well-defined, self-contained, and does not depend on the context or state of other services.” (Barry, 19)  Douglas Barry uses the analogy of audio-video (AV) components to further explain the concept of services.  AV systems today contain a wide variety of components, CD players, DVD players, VCRs, tuners, TVs, etc.  Each can be viewed as a service.  Each is self-contained and they don’t rely on the other to function.  The VCR doesn’t have to be on to play a DVD.  Likewise, a VCR can record a TV program without the TV being on.  While independent, they support a common AV system.  The speakers produce sound from the TV, VCR, DVD, and CD, while the TV can display it’s own image, or images sent from the VCR or DVD.  This is possible because they are all linked together with cables, allowing them to communicate and common standards exist so each component can understand what is being communicated. (Barry, 19) 

  For services to be integrated, they must be able to communicate using common standards.  Today, there are many closed communications systems and standards.  Aircraft configured with Situational Awareness Datalink (SADL) can communicate with other SADL equipped aircraft, but not directly with aircraft equipped with Link-16.  Even if they could communicate, there is only limited standardization in the format of the information transmitted.  Consider the following scenario.  The following target coordinates and elevation are being transmitted from one type of fighter aircraft to another:  Coordinates - N32°25.800’ E072°45.467’; Elevation – 80’.  Both aircraft use fixed format messaging, which means that information is transmitted in specified blocks of information.  The coordinate block on the transmitting aircraft is 17 characters long based on using the coordinate format of degrees, minutes, and thousandths of minutes.  However, the coordinate block on the receiving aircraft is 15 characters long because that aircraft uses the coordinate format of degrees, minutes, and seconds.  Both aircraft use a 5 character block for elevation.  If this information is accurately received by the receiving aircraft the result will be:  Coordinates - N32°25’48” E072°45’28”; Elevation – 80’.  Using fixed format messaging, let’s see what happens:   
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The receiving aircraft receives the following coordinates and elevation:  Coordinates - N32°25’80” 0E07°24’54”; Elevation – 67000’.  Obviously, this is a problem.  


One solution would be to mandate that all coordinates passed by every system in DoD be based on a single format.  A far better solution would be to adopt the use of XML encryption.  XML places tags around discrete elements of data identifying both the beginning and ending of each data element and provides a basic name for each element.  Using XML encryption, let’s see what happens now:


Because each data element is tagged, each data element can be any length.  The message also includes a coordinate format element allowing the aircraft to convert the data if required into another format.  This example is overly simplified, but is intended to highlight the problems associated with dissimilar communications standards and one method currently available to provide standardization, while providing flexibility in the format of the transmitted information.     

While XML is considered by many to be the best solution, it does have a near term Achilles heal, that being bandwidth.  The tags at the beginning and end of each data element mean more data must be transmitted.  In fixed locations where high-bandwidth is available, this isn’t a problem.  But in mobile, limited-bandwidth systems, this can have a significant impact.  Until high-bandwidth connectivity is available across all systems in the battlespace, the likely solution is to allow fixed format messaging between these limited bandwidth systems, using mandated standards, while using adaptors once the information is sent to higher bandwidth systems to convert the information.

Once compatible communications are available and standards are adopted for information transfer, the next challenge is discovering where various types of information reside and how to access the information.   This requires that stored data be cataloged using metadata.  Metadata literally means “data about data.”  Consider the analogy of a card catalog in a library.  Every book in the library is categorized by title, author, and subject, etc.; the book’s metadata.  The card catalog contains cards for each book allowing a patron to search for the desired book(s).  Without this metadata cataloging, or access to a card catalog, it would be virtually impossible for anyone to find the desired material.  The internet provides another relevant example.  There are literally billions of web pages available on the internet.  Without robust metadata cataloging of these web pages and search engines such as Google and Yahoo to sift through the catalog, there would be no way to access the vast array of information available through the internet.  


 Obviously, the creation of a service oriented architecture is much more complex than simply establishing compatible communications systems and cataloging data.  Methods and rules governing how the data will move between systems, data buffering and latency, error checking, etc., are all required elements.   Collectively, these elements are referred to as Web Services.  A detailed discussion of Web Services is beyond the scope of this paper.  It is only necessary to recognize that Web Services exist and represent a significant technical challenge in developing a robust, effective, and efficient SOA.  

The actual services themselves constitute the last major element of a SOA.  A very general definition of a service was provided at the beginning of this section to lay the foundation discussing the concept of a SOA.  A more practical definition of a service is simply a capability or set of capabilities that are made available through a SOA for use by all those who have access.  DoD has defined two broad categories of services, Core Enterprise Services (CESs) and Community of Interest (COI) Services.  

“Core Enterprise Services enable both service and data providers on the "net", by providing and managing the underlying capabilities to deliver content and value to end-users.” (NII, 4)  These services are required by all users and enable the overall functioning of a SOA.  DoD has defined nine CESs (see Figure 1) and the Defense Information Services Agency (DISA) has been given responsibility for fielding these services.  CESs must be designed to support a broad range of COI services and new requirements without the need to redesign the core service. (NII, 4) 
  [image: image5.emf] 
(Figure 1)
“COIs are collaborative groups of users who must exchange information

in pursuit of their shared goals, interests, missions, or business processes, and who therefore must have shared definitions for the information they exchange.  Communities provide an organization and maintenance construct for data, operational processes and mission capabilities, providing boundaries to group information and functions relevant to the COI. COIs may be composed of members from one or multiple functions and organizations. Institutional COIs, whether functional or cross-functional, tend to be continuing entities with responsibilities for ongoing operations. They also lend support to contingency and crisis operations. Expedient COIs are more transitory and ad hoc, focusing on contingency and crisis operations. In all cases, the information and the functions that operate on it are bounded by the COI. This implies a tighter coupling of information and functions within a COI, and a looser coupling between COIs.” (NII, 4)  Examples of a COI might include an Air Operations Center, Carrier Battle Group, DoD Finance, Personnel, or Supply and Logistics Centers.  Each of these COIs will require unique services to accomplish their missions.  In the scenario at the beginning of this paper, automated capabilities such as blue force tracking, imagery collection/correlation, and targeting could be provided as services.  The various DoD Service transformation roadmaps identify numerous COI services and state that other as yet undefined COI services will  be required to enable future capabilities.  

Users will access the capabilities of these services through a variety of applications.  The applications will take many forms.  Again, referencing the scenario, the software in the scout’s PDA and the A-10’s mission computer are examples of applications accessing the information and capabilities of various services.  Other potential applications include systems to track munitions availability, aircraft maintenance status, personnel readiness, etc.  Granted, many of these applications are available today, but they are not integrated.  Consider the following addition to the scenario:  As the A-10 releases the weapon on the target, the weapon type, location and time are transmitted by the aircraft.  This transmission cues ISR assets to confirm the battle damage assessment while simultaneously cueing a munitions service to reduce the available weapon’s inventory at the aircraft’s base, and automatically generating a resupply request if required.  The result is a dramatic gain in efficiency throughout the enterprise.


Figure 2 provides a simply, graphical summary of the elements of a SOA.  The communications layer represents the communications systems enabling the transfer of data.  The information infrastructure layer represents the core of the SOA where the actual information resides and is managed through Web Services enabled connectivity between the various CESs and COI services.  The applications layer contains all applications that access various services within the information infrastructure layer. 
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(Figure 2)
Warfighting Considerations


In general terms, disruptive technology is any technology that induces radical change.  In it’s most current context, this change has been related to commercial markets.  But the impact of disruptive technology has had a significant impact on warfighting for centuries.  The crossbow, armor, gunpowder, the tank, aircraft, satellite, nuclear weapons, and precision guided munitions have all radically transformed the nature of warfare.  Transformation enabled by technology is once again occurring in warfare through the introduction and proliferation of network technology.  This technology will force a radical rethinking of traditional roles and responsibilities.  The inherent danger however, is the risk that warfighters will find themselves unprepared to leverage these new capabilities due to a combination of lack of understanding of the technology and an adherence to traditional roles and responsibilities.  

One fundamental area which must be address is the application of rules of engagement (ROE).  DoD Joint Publication 1-02 defines ROE as, “Directives issued by competent military authority that delineate the circumstances and limitations under which United States forces will initiate and/or continue combat engagement with other forces encountered.”  Currently, these rules are distributed throughout the theater of operations and all military members are expected to read and comply with the stated guidance.  Although a few technically sophisticated systems allow for autonomous operation, this capability is rarely used and virtually all decisions supporting an engagement are made by a human.  This construct is referred to as “human in the loop.”  Retaining the human in the loop as a requirements for all ROE decisions however will significantly reduce the efficiency and timeliness of action and prevent they reduction in the time necessary to execute the kill chain achievable through NCW.  To some, this will be viewed as a radical idea, to others, radically dangerous.  But there is a reasonable, rational approach available that will provide for both the speed of automated decision making while preserving the necessity of human decision-making.

ROE decisions can be categorized into two categories, logic based decisions and judgement based decisions.  Logic based decisions can by answered by applying logical qualifiers (if-then, yes-no) to fact based situations.  Judgment decisions require interpretation of the situation to draw a conclusion.  Referencing the presented scenario some logic based decisions would be:  Is the requestor (scout team lead) qualified to designate targets?  Does the target description qualify as a valid target per published ROE?  If multiple weapons systems are available to engage the target, which system provides the optimum combination of responsiveness, weapon type, and survivability?  A judgement based decision might include:  In a target saturated environment, what should the priority of this target be?  Another judgment based decision would occur if the requestor was not qualified to designate a target.  This would require a qualified individual to assess the situation and make the determination.  

The delineation between logic based decisions and judgment based decisions provides a mechanism to determine which decisions can/should be automated and which decisions require a human in the loop.  Logic based ROE could be published as logical statements that could be easily entered into Command and Control (C2) systems.  Judgment based ROE can also benefit from a networked environment.  If the judgment based ROE includes the individual(s) and/or organization(s) qualified to make the judgment, and the factors associated with making the judgments, relevant information can be pushed to those decision-makers to speed the decision-making process.  Again, referencing the scenario, if the supporting tactical operations center had target designation authority instead of the scout, the target request could automatically generate a request for real-time imagery of the target area to allow rapid validation of the target.

Another warfighting consideration is the need to rethink how areas of responsibility are defined.  Today, artificial sectors are used to deconflict operations.  Forces are assigned geographic sectors with various control measures such as the Fire Support Coordination Lines (FSCLs) or Restricted Operating Areas (ROAs).   Aircraft operating beyond the FSCL do not require close coordination with ground forces, whereas operations inside the FSCL do.  While these measures have been effective tools for deconflicting operations in the past, they may hinder efficiency in a networked environment where real-time visibility of blue and red forces are visible through a common battlespace picture.  Excess warfighting capacity may exist in one sector while another sector requires additional capacity to achieve the required objective.  There is also no current method to adequately quantify warfighting capacity across the battlespace allowing adjustments in real time.  


Consider the following:  Every warfighting system, from the individual soldier to supersonic fighter aircraft, has a definable area of influence (AOI).  This AOI is based on the system sensor range (how far they can see) and weapons range (how far they can shoot).  The AOI also varies with time, from an immediate AOI based on current position, to an ever increasing size based on speed of movement.  With a fully implemented blue force tracking system, every warfighting system is visible within the battlespace with a definable AOI.  When viewed in the aggregate, it is possible to produce a view of the battlespace based on the density of warfighting capacity.  

As a simplified example of how this type of information could be used, consider a real-time view of fighter aircraft over Iraq, showing an AOI based on a 10 minute reaction time (Figure 3).  Each circle represents the AOI of a flight of aircraft, and is based on the distance the flight can fly in 10 minutes coupled with the aircraft’s sensor and weapons range.  This type of system would significantly enhance a commander’s ability to conduct time sensitive targeting missions across the battlespace.  In Figure 4, current target requests have been overlayed.  The targets in blue are supported within the required timeframe by air assets currently available.  Targets in red can not be supported in the time required.  This application would allow an Air Operations Center (AOC) to immediately recognize the problem and easily select which assets can be repositioned to support the targets without impacting ongoing operations.

[image: image7]
(Figure 3)




(Figure 4)



Finally, consider the current connectivity requirements for Close Air Support (CAS) C2 (Figure 5).  As the DoD works to implement NCW, the simple solution would be to duplicate each connectivity line using network systems.  While this approach will definitely shorten the time required to execute a CAS mission, is it the optimum approach for leveraging the technology?  The answer to this question will require the expertise of warfighting professionals trained in the CAS mission who understand the significance of each connectivity line.  But without a similar understanding of the potential of NCW and the underlying technology, these same warfighters won’t have insight to see beyond the lines.
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DoD Joint Pub 3-09.3 (Fig 11-4)

(Figure 5)
Acquisition Considerations

In the book “The Innovator’s Dilemma,” Harvard Business School professor Clayton Chistensen describes the effect disruptive technology can have on companies.  He states that because of the newness of the technology and a failure to recognize the impact of the technology, companies can fail to adapt in a timely manner.  The disruptive nature of network technology in terms of the internet provides multiple examples.  Internet companies such as Amazon and Ebay have fundamentally changed the landscape of consumer purchasing, causing physical stores to be transplanted with virtual ones.   Network technology will also cause major disruption as it is adopted within the DoD and the defense industry.  As a Secretary of Defense Corporate Fellow working at Raytheon, it is apparent that the defense industry is already struggling to address the changes they see on the horizon.  The acquisition of networking capability will offer new business opportunities for industry, but will likely require different business models to support the way the technology will be procured and managed.  Lt Gen Croom, the new director of the Defense Information Systems Agency (DISA) discussed services… (need source quote)  The impact on traditional defense industry products including weapons, sensors, and combat platforms is as yet unknown.  New competitors, specializing in network technology will create further disruption of a market generally limited to a few major players.  Similar challenges will face the defense acquisition community, both in terms of structure and the overall approach to acquisition.  

One significant challenge faced by the DoD acquisition community will be the need to create a fully compatible and integrated joint network.   A Government Accountability Office report to Congress released in January 2006 raises serious questions about DoD’s ability to support development of the GIG.  “DoD’s decentralized management approach for the GIG is not optimized for the development of this type of joint effort, which depends on a high degree of coordination and cooperation.  Clear leadership and the authority to enforce investment decisions across organizational lines are needed to achieve the level of coordination and cooperation required, but no one entity is clearly in charge of the GIG or equipped with the requisite authority, and no one entity is accountable for results.” (GAO, 3)  

Raytheon, like many large corporations, is a collection of smaller businesses focused around specific areas of expertise.  In many cases, this results in each business having a unique relationship with a particular DoD agency.  For instance, while Raytheon Network Centric Systems has contracts with all the DoD Services and many agencies, their major customer is the U.S. Army.  Similarly, Raytheon Integrated Defense Systems does a significant amount of work for the U.S. Navy.  The result is that each business tends to align its solutions with its primary customers.  While there is a clear recognition that DoD is working to establish joint standards and requirements for network systems through the offices of the Assistant Secretary of Defense for Networks and Information Integration and JFCOM, there is also clear recognition that ultimately the Services and agencies such as the Defense Information Systems Agency (DISA) have the procurement dollars.  The result is that while the solutions industry develops will comply with joint standards as mandated, they will be optimized and structured based on guidance from the individual procuring Service or agency.  Companies like Raytheon are working to establish strategies and processes that will allow them to share solutions across the company and re-use technology when possible, but the benefit is still isolated to programs being developed by Raytheon.  
Recognizing this problem, leaders within industry have created various organizations and consortiums to work toward common standards and technical architectures.  One example, the Network Centric Operations Industry Consortium (NCOIC), is a large group of defense contractors, IT companies, and universities working to identify common solutions and offering guidance to DoD on a path ahead.  While groups such as this are diligently working to address these challenges, the downside is having another “chief” in an every growing tribe of “chiefs.”  Each Service and agency claims to have a joint solution.  Each major defense contractor and large IT company claims to have a common architecture that is compliant with joint standards.  ASD(NII) and JFCOM claim to be establishing the joint vision for NCW.  Are these solutions and visions all focused on the same target?  The GAO believes the answer is no.  “DoD’s major decision-making processes are not structured to support crosscutting, department-wide efforts such as the GIG.  Overall, these processes were established to support service and platform-oriented programs rather than joint, net-centric programs, and in some significant respects, they remain configured in this way.” (GAO, 4)   
The heart of the problem appears to be a disconnect between responsibility and authority.  The individuals/organizations vested with the responsibility for ensuring standardization and interoperability are not the same individuals/organizations vested with the authority to procure the systems which must be standardized and interoperable.  This problem is compounded by the fact that industry responds to those with procurement responsibility, which are not the ones vested with the responsibility to ensure interoperability.  Many 

The GAO makes the following recommendation:  “To better accommodate the crosscutting nature of the GIG development effort, we recommend DoD adopt a management approach that will ensure a joint perspective is taken.  In doing so, DoD should (1) consolidate responsibility, authority, and control over resources—within the existing management structure or in a new entity—necessary to enforce investment decisions that cut across organizational lines and (2) hold the organization accountable for ensuring the objectives of the GIG are achieved.” (GAO, 27)  In its’ response to the GAO report, the DoD concurred with these recommendations.  Their solution is based on the establishment of four IT portfolios, with overall management responsibility for the procurement of systems that are fully compliant with joint warfighting requirements. (GOA, 32).  If this solution fails to produce the intended result with a level of efficiency affordable within future defense budgets, the only remaining alternative will be to shift procurement responsibility for C4ISR systems from the Services to a joint organization as suggested by the GAO.  Finding a workable solution is a necessity.  Any warfighter who has fought in a recent conflict has had to deal with the frustration of non-compatible communications systems.  Opportunities are lost and time wasted finding a workaround.  As we move toward a transformational way of warfighting based on a foundation of integrated C4ISR systems, the issue will quickly shift from a frustration to an inability to accomplish the mission.  

Another key challenge faced by the acquisition system will be the level of responsiveness to rapidly changing warfighter requirements.  An illustrative example of this challenge is the scheduling module for the Air Force’s Theater Battle Management Control System (TBMCS).  TBMCS was developed by the Air Force and fielded with a variety of modules for various C2 functions.  One of these functions was aircraft sortie scheduling.  As units began to use the system, they discovered it required modification to support their unique scheduling requirements.  However, the acquisition system was unable to accommodate the required changes in a timely fashion.  Updates to the program were released, but only in a traditional acquisition cycle and not frequently enough to address the requirements of the warfighters tasked to produce a schedule every day.  In one wing, the problem became so bad that the schedules pulled their old scheduling boards out of the closet and built the schedules manually.  Once the schedule was finalized, admin personnel would type the completed schedule into the scheduling module of TBMCS that had been mandated for use.  Other units took a different approach and migrating to other scheduling tools.  One tool was developed by engineers at Eglin AFB.  As units began to use this system they also discovered limitations.  However, because the system was developed by in-house engineers at Eglin, they simply accepted requests for changes from all the units using the program and continued to release updates to the program on a regular basis, sometimes within a matter of weeks.  While the result was rapid change in the period following initial release, the program provided an excellent scheduling tool that dramatically reduced the time required to build and manage a schedule and flying hour program.  Eventually, this program was incorporated into TMBCS and is now being used increasingly as the standard scheduling tool.

The lesson learned from this example is not that in-house development of systems is preferable to contracting for development of a capability.  While the expertise existed at Eglin to solve this particular problem, that circumstance was unique.  The lesson learned is the need for a responsive acquisition system accountable to warfighting requirements.  Learning and applying this lesson will be critical to the successful implementation of NCW.
The previous discussion of SOAs categorized the elements of a SOA into three layers, communications infrastructure, information infrastructure, and functional applications.  The capabilities achievable through development of SOAs will be resident in the functional applications layer.  These applications will be software based and will form the primary means for warfighters to leverage the capabilities inherent in NCW.  Today, those familiar with the technology can envision hundreds of potential applications.  As the technology is fielded, hundreds more will be demanded.  Each application will be developed based on a set of requirements articulated through our acquisition process.  However, since this is disruptive technology designed to transform the way we fight, the requirements will only be our first, best guess of what capability is needed.  As soon as these applications reach the warfighter, new requirements will be recognized and changes required to support execution of our evolving mission.  Today’s system will not support this requirement.  Once fielding of a system occurs, new funding must be approved for follow-on improvements.  If funding is not available, the improvements can’t be made.  Even if funds are available, the normal acquisition process for software requires 18-24 months prior to release of the updated software.  Accepting this status quo will significantly impact the utility of these new capabilities and inhibit the benefit to the warfighter. 
One possible solution would be the adoption of capability enhancement provisions within the base contract.  Under this construct, initial funding for development of an application would include funding for follow-on improvements on a time and materials basis.  Changes or capability enhancements would be submitted by warfighters in the field, validated by the program office, then forwarded to the contractor for action.  If the change was critical to the basic functionality of the system the work would be accomplished immediately and released as an interim update.  Otherwise, the improvements could be grouped and released as major updates.  Having funding available within the base contract would not only reduce the delay associated with obtaining the additional funds, but would also ensure certain key engineers who developed the application would be available to handle the changes/improvements.  Otherwise, these engineers would be assigned to other projects and new engineers, requiring spin-up time to become familiar with the application, would have to be assigned.  This system would also provide a mechanism to track the adequacy of the original contract requirements.  The number and cost of the changes required in the first year could be tracked as a metric.  Programs requiring significant change would indicate that the initial requirements were poorly developed.  This feedback metric could then be used to improve the requirements development process and provide benchmark examples when only minor changes were required.  
Undoubtedly, there are many other acquisition considerations that will affect DoD’s implementation of NCW.  The ability to transform the way combat operations are conducted will require transformation on many fronts.  Without a concerted effort to transform the way we acquire joint capabilities however, we may fail to realize our vision of transforming the way we fight.
Conclusion


The home page of the Secretary of Defense Corporate Fellows website begins with, “A long-term investment in transforming our forces and capabilities, initiated by Secretary Perry and continued today by Secretary Rumsfeld, the SDCFP is a key part of DoD's strategy to achieve its transformational goals.”  The investment is intended to allow each fellow to, “glean the best of change, innovation, and leading edge business practices that could be implemented to transform DoD.”  In June 2005, I began my year as a SECDEF Fellow.  I assumed the most significant benefit would be learning how business operates, thinks, and innovates, and how these concepts could be applied within the military.  What I didn’t expect was to learn so much about the challenges facing DoD.  Sure, I’d heard about transformation.  To be honest though, it sounded a lot like every other term I’ve heard throughout my career heralding another round of change.  But transformation is unlike any other change DoD has faced.  Our world is transforming.  National boundaries are becoming more about lines on a map and less about the major influencers of world events.  Globalization, global terror, transnational corporations, and the internet are having profound transformational effects on the way we live.  This round of change that DoD has dubbed transformation and is working to implement through Network Centric Warfare is in response to a transforming world.  I learned of the significance of that transformation while working in industry.  I watched industry struggle with how to adapt and innovate to address this transformation.  I also realized how little I knew about transformation.  Without an understanding of the vision of Network Centric Warfare and the basic technology that will enable it, the warfighter will only see change.  By taking the time to understand, the warfighter will see the future.
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