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Executive Summary

The Nutshell

This paper describes my experiences and observations while assigned to the Information Technology department at DIRECTV, Inc. as a member of the Secretary of Defense Fellows program.  The paper describes the purpose of the program, some of the challenges confronting the Department of Defense, and my specific duties at DIRECTV.  It then describes the ground, space and user segments of DIRECTV’s satellite broadcasting system, and outlines various information systems supporting the business.  Next, it discusses a variety of topics from the perspective of how the Department of Defense might benefit or learn from the commercial sector’s experience with information technology, outsourcing and increasing competition for scarce talent.  Finally, it addresses the Year 2000 problem, and contends that business and government are looking at the problem with too narrow a focus.  The paper is an informal account, targeted to readers who understand business processes, but are not information systems experts.

What to Read

If you want to know why the DoD is interested in businesses like DIRECTV, read the first part of the paper.  If you want to know how DIRECTV can broadcast over 175 channels of television to over 3.5 million customers in the US, read the second part.  If you want my opinions regarding outsourcing, information technology and the Year 2000 problem, read the last part.

The Usual Caveats

The opinions expressed in this document are my own, and do not represent those of the United States Air Force, the Department of Defense nor DIRECTV, Inc.  Any omissions or errors of fact are my own.  

Background

Secretary of Defense Fellows Program Seeks “Change Agents”

In his 6 October 1994, memorandum titled “Secretary of Defense Fellows”, then Secretary of Defense William J. Perry stated “…we need to build a cadre of officers who understand not only the profession of arms, but also the organizational and operational opportunities made possible by the revolutionary changes in information and related technologies.”
  Moreover, the Department of Defense Directive establishing the program outlines three desired outcomes.  First, Fellows should appreciate how the revolution “in information and related technologies are influencing American society and business in ways that will affect the culture and operation of the Department of Defense over the next few decades… .” Second, Fellows should be able “to conceive compelling military operational and organizational opportunities, innovations and options…” enabled by these changes in technology.  Third, they should “Motivate and lead their Services toward innovative responses…” to these changes, and “…challenge others to address these matters.”
  In other words, the intent of the program is to develop “change agents” and seed them throughout the Department with the hope of reaping the fruits of innovation in a variety of the DOD’s business processes.

The Participating Companies

I was honored to be one of six officers chosen to participate in the third year of this program, from July 1997 to June 1998.  To realize the Program’s objectives, each of us was assigned to spend 10 months observing and working with a civilian corporation.  I was assigned to DIRECTV, Inc. in El Segundo, CA.  Other Fellows for the 97-98 Program spent time with Anderson Consulting, Chicago, IL; Georgia Power Company, Atlanta, GA; Mobil Corporation, Fairfax, VA; Northrup-Grumman Corporation’s Electronic Sensors and Systems Division, Baltimore, MD; and Sears Logistics Group, Sears Roebuck and Co, Hoffman Estates, IL.  During the year, each sponsoring company hosted a Round Table to provide the Fellows an opportunity to gain insights about the respective businesses.  These Round Table discussions were one of the most beneficial aspects of the program.  We frequently had the opportunity to meet and speak frankly with the senior leaders of these businesses, including Chief Executive Officers, Chief Financial Officers and Chief Information Officers.

Why DIRECTV?

My year at DIRECTV was an extremely interesting one, and throughout my time in the Program, I repeatedly encountered the same question: What is an Air Force guy doing at DIRECTV?  Given that many perceive DIRECTV as consumer electronics and entertainment business, the questions is a good one.  However, the core of DIRECTV is satellite communications, and every aspect of the business is permeated with the direct application of technology to deliver service to the customer.  When I pointed out the objectives of the program and the technological underpinnings of the business, my interrogators were, more often than not, pleased to learn of the Program and its goals.  As one of the fastest growing consumer electronics businesses in the history of American Commerce, DIRECTV is indeed a rich environment for the study of technology, change and their impact in the workplace.  The year was particularly interesting in the context of the emphasis on the “Revolution in Military Affairs” outlined in the May 1997 Report of The Quadrennial Defense Review (QDR), and the significant challenges facing the Department of Defense in the next 10 to 20 years.

The Revolution in Military Affairs

The QDR Report generated considerable discussion about “The Revolution in Military Affairs” or RMA; and the topic continues to enjoy much attention in Defense think Tanks, Pentagon briefings, and discussions inside the Beltway.  In brief, the RMA posits that the ongoing revolution in information technologies, materials sciences, biology and other disciplines have the potential to fundamentally alter the nature of warfare in the next 20-25 years.  In the words of the QDR Report, exploiting the RMA “…means harnessing new technologies to give U.S. forces greater military capabilities through advanced concepts, doctrine, and organizations so that they can dominate any future battlefield.”
  Advocates of the RMA argue that we should invest now in research to advance these technologies and use them to modernize our forces, thereby maintaining in the future the unparalleled political and military advantages the U.S. enjoys today.  However, such investment is not cheap--the QDR estimated the cost at about 60 billion dollars.

The $18,000,000,000 Question

The debate over the nature and extent of the RMA and how to harness it takes place against the backdrop of current fiscal realities and projected trends, which pose interesting challenges, to say the least. The QDR forecast a level DOD budget of $250 billion.  Historically, about $42 billion gets spent on modernization annually--a shortfall of $18 billion.  Additionally, in the years ahead, we face challenges including excess and aging infrastructure, a smaller force and rising operations tempo, aging weapons systems, and ever escalating acquisition costs for new weapon systems. Moreover, DOD faces recruiting challenges as the available pool of 18-21 year olds is expected to drop significantly over the next 10-20 years.  And as the “Boomer” generation reaches retirement age, there will be increased pressure on the Federal budget for entitlements. These projections assume the US economy continues to expand at the existing rate--they do not project a possible slow down or recession, possibilities, which could impact DOD funding. In short, anyone who believes Defense funding is likely to rise enough to fund force modernization (a.k.a. RMA) is probably doing some serious chemicals.  Despite expected constraints in resources, proponents of the RMA feel it imperative that we fund research and modernization.  Thus, the question is how do we pay for the RMA?

The Revolution in Business Affairs

Funding modernization efforts with a constrained budget means spending less--$18 billion less--on the forces we have today–either by significantly reducing the cost of doing business, or by accepting greater risk (i.e., fielding a 15-20 percent smaller, less capable force that we have today).  The QDR considered the smaller force option and rejected it. Another proposal is to change how DOD does business by exploiting the “Revolution in Business Affairs” or RBA.  According to the QDR, “Efforts to reengineer the Department’s infrastructure and business practices must parallel the work being done to exploit the Revolution in Military Affairs if we are to afford both adequate investment in preparations for the future, especially a more robust modernization program, and capabilities sufficient to support an ambitious shaping and responding strategy throughout the period cover by the Review.”
  

According to the Report, the elements of the RBA include

· Reducing overhead

· Streamlining infrastructure

· Acquisition reform

· Outsourcing and privatization

· Commercial technology, dual-use technology and open systems

· Reducing unneeded standards and specifications

· Integrated process and product development

· Cooperative development programs

The model for applying these techniques to the DOD is the commercial world.  The Report cites “…recognition that American business practices have undergone a revolutionary transformation.  The Department must adopt and adapt the lessons of the private sector…”
 

In summary, DOD needs to increase funding for modernization by radically reducing the cost of how it does business.  To fund modernization at $60 billion per year, reengineered business processes must realize savings of $18 billion per year.  The Secretary of Defense Fellows Program provides DOD officers first-hand knowledge of the ways the private sector leverages technology to achieve business objectives faster, better, and cheaper.  By applying these lessons to their particular areas of expertise, the Fellows can assist in reengineering DOD.

My Roles and Experiences

During my tenure with DIRECTV, I worked for the Director of Critical Business Systems in the Information Technology department as a project manager for construction of a new data center and supervisor of Billing Operations.  These roles afforded diverse opportunities to meet and work with a cross-section of people in the company and exposed me to the daily challenges confronting IT professionals.  The experience was instructive, sometimes amusing, and always a pleasure.  A brief synopsis of these projects follows.

The Data Center Project

My first assignment at DIRECTV was project manager for construction of a $2.1 million data center.  Located in the basement of a high-rise office building, the project involved demolition of an existing facility and the installation of state-of-the-art redundant electrical power systems, an uninterruptible power supply  (UPS), air conditioning, raised floor, various sensors, monitors and alarm systems, and equipment racks.  In addition to monitoring the contractor’s performance, providing status updates to management and coordinating requirements with the IT department and DIRECTV’s facilities management group, I also organized and coordinated the move of about 120 DIRECTV employees from Long Beach, CA to the new facility.

The original construction schedule called for project completion in late January.  However, in November 1997, Raytheon acquired Hughes Aircraft Corporation (HAC) from Hughes Electronics.  DIRECTV had about 120 employees in Long Beach, CA in a facility owned by HAC.  The merger stipulated that Hughes Electronics would vacate the HAC facilities in Long Beach by early December.  This, in turn drove a requirement to move the DIRECTV people to the new location in El Segundo.  And in order to move them into the offices on the 12th and 14th floors of the building, we needed to have the data center ready to support a phone switch, servers, and an ATM (asynchronous transmission mode) fiber-optic link to DIRECTV’s main offices. These efforts needed to be coordinated with renovation of office space in the high-rise building in El Segundo.

Throughout the project, which ran from October 1997 to April 1998, my main function was to facilitate communication among many diverse groups inside and outside DIRECTV involved in making the construction project and the personnel relocation happen on time.  In that respect, the job was similar to any staff officer job one might encounter in the military.  An interesting contrast between the military and civilian world was the extent to which I was given direct authority to make decisions and spend money in order to get the project accomplished, and the degree to which I interacted directly with the contractor.

One example dealt with procuring a portable UPS to protect a telephone a new $400,000 telephone switch.  We knew we would need to have some equipment operating in the data center before the renovation work was finished, and anticipated installing a variety of servers, routers and switches to support people moving to the 12th and 14th floors.  Most of these requirements were anticipated in the original planning, but the phone switch had to be installed and powered up long before the data center’s UPS would be available to provide “clean” electrical power and emergency back up power.  When we discovered that the switch needed to be protected, we had to make some quick decisions.  I discussed the matter with our contractor who then located a used, portable ups with the capacity to protect our switch.  Based on my verbal ok, he purchased the UPS and DIRECTV paid him.  The UPS cost $10,000.  I did not need to get permission to make the purchase, nor did I need to explain in detail to anyone why it was prudent to spend $10,000 to protect a piece of equipment worth over $400,000.  Nor did I need to give the contractor a written request.  My word was good enough.  The UPS arrived 2 days later, in plenty of time to power up the phone switch, program it and test it before the Long Beach crew moved in.  This kind of empowerment was common.  We were given the resources and authority to get the mission accomplished, and while there was oversight, it was minimal.  After working in this environment for a while, it is not surprising to me that the commercial world seems to get things done faster than the public sector--in the business world, time often is money.

Billing Operations

From January through May 1998, I worked as the Director of Billing Operations, reporting to the Director of Critical Business Systems in the IT Department.  This experience gave me insight regarding the responsibilities of a line manager in the corporate world and acquainted me with the daily issues involved in monitoring a complex billing operation through outsourced vendors.  Three managers reported to me, and they in turn, supervised a total of 20 permanent employees, and 3 to 6 contractors; Billing Operations comprised over half of Critical Business Systems personnel and was responsible for most of the daily operational matters handled by the group.  Detailed discussion of Billing Operations is covered later in this paper.
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DIRECTV

DIRECTV, Incorporated is the leading supplier of direct-to-home digital broadcast satellite television.  The enterprise is global.  Partners include Galaxy Latin America and DIRECTV Japan.  Formed in 1990, DIRECTV launched business in the summer of 1994.  By December 1997, the company had grown to $1.1 billion in annual revenues.  By March 1998, DIRECTV had over 3.5 million subscribers, making it the fastest growing consumer electronic product in history. DIRECTV broadcasts 175 channels of digitally encoded and encrypted television using three HS-601 high-powered geostationary satellites.  Consumers receive the signal with a 19-inch receiving antenna and a set-top box called the integrated receiver/decoder, or IRD.  How Hughes Electronics, a major player in the defense industry, came to be involved in consumer electronics is an interesting story.

Origin and Composition of Hughes Electronics

Hughes Electronics Corporation was formed in 1985 when General Motors purchased Hughes Aircraft Corporation from the Howard Hughes Medical Institute.  As a result of various acquisitions, mergers and sales, Hughes Electronics Corporation now consists of 

· Hughes Space and Communications Company, manufacturer of commercial spacecraft (satellites).

· Hughes Network Systems, Inc., a leading world-wide supplier of satellite-based private business networks, wireless telephone networks and digital cellular mobile systems.

· Hughes Communications, Inc., involved in developing telecommunication services and innovative uses of satellite technology.

· PanAmSat Corporation, operating 17 satellites in a state-of-the-art global network..

· DIRECTV, Inc., providing Direct Broadcast Satellite © television.

Genesis of DIRECTV

In 1990, Eddy Hartenstein, DIRECTV’s CEO, convinced senior leaders at Hughes Electronics and General Motors that direct-to-home digital television was feasible and could reach market segments that cable television could not satisfy.  With financial backing from the parent corporations, DIRECTV, Inc. began to take shape.  Hughes Electronics was principally involved in the defense business, and while there was plenty of expertise in satellite technology and communications, there was virtually no experience with consumer electronics, broadcasting, customer care, billing operations, remittance, retail sales or database system design.  These were all crucial facets of the business, however, and it was necessary to incorporate these capabilities in order to make the business function.  Additionally, before launch of business in 1994, not everyone was convinced that the venture would succeed, and board members at Hughes and GM wanted to mitigate the business risks associated with orbiting a satellite and starting business.

Partnerships Helped Launch The Business

The result was a series of partnerships and licensing agreements that created a kind of virtual corporation.  DIRECTV owned the satellite, known as DBS-1, but sold 5 of the 16 transponders to U.S. Satellite Broadcasting, or USSB.  Under the terms of the partnership, USSB got exclusive rights to carry certain premium movie channels like HBO, ShowTime and various other services.  USSB shared in the developing the Digital Satellite System, and by cooperating, both companies helped to ensure a broader market in the system.  To market more effectively to segments not served by cable television, DIRECTV partnered with the National Rural Telecommunications Cooperative, or NRTC.  NRTC got exclusive rights to market the service to customers in its territories, DIRECTV gained access to a consortium of 200+ local providers who could market the service to a significant body of potential customers.  On the hardware side of the business, DIRECTV partnered with RCA/Thomson Consumer Electronics to build the set-top units and antennas; later, manufacturing licenses were extended to other firms, providing greater capacity to supply the market and incentives to lower the manufacturing costs.  Among the companies now supplying end-user equipment are RCA, GE, ProScan, Sony, Hughes Network Systems, Toshiba, Hitachi, Uniden, Panasonic, Magnavox and Memorex.  

Outsourcing A Key Strategy

To provide customer care, DIRECTV hired Matrixx Marketing, Inc., a subsidiary of Cincinnati Bell.  Matrixx was a large, experienced telemarketing business with expertise in managing customer relations.  By outsourcing to Matrixx, DIRECTV leveraged existing business competencies available in the marketplace and avoided the time and expense of building similar capabilities before launching service.  Similarly, DIRECTV contracted with Sony to install and maintain their state-of-the-art digital broadcasting facility in Castle Rock, Colorado.  The same approach served needs across the spectrum of the business.  Bank One processes credit card payments.  Output Technologies prints the bills.  News Data Systems, a subsidiary of News Corp based in Israel, provides controlled access and encryption support.  Digital Equipment Corporation operates the billing system.  DBS, Inc. writes and maintains the billing software, a database written in RdB.  RdB, in turn is a database engine owned and licensed by Oracle.  AT&T provides the long haul data circuits; backup circuits are provided by MCI.  Broadcast content is provided by the television networks, major studios, and other providers in the entertainment and sports industries.  

Be Careful What You Wish For…

Thus, wherever DIRECTV lacked a core competency necessary for the business, it looked to a partner or outsourced supplier to fill the gap.  Likewise, it sought partners to lower the financial risks and broaden its potential reach in the marketplace.  And in 1994, partnerships and outsourcing were prudent business decisions.  Without using these strategies, it is not likely that DIRECTV could have obtained the financial backing and suppliers to move to market and capture a reasonable subscriber base.  However, some of the early strategies and partnerships later constrained DIRECTV’s options as the business grew more rapidly and successfully than anticipated.

Technology and DIRECTV

DIRECTV is a product of technology convergence.  It demonstrates what happens when bright people look at ways to bring various technologies together in innovative ways, especially when doing so might create a great business opportunity.  And in terms of how it may shape the delivery of information and entertainment to the consumer, DIRECTV may well be one of those revolutionary innovations that fundamentally alters the nature of the business.

In DOD parlance, DIRECTV can be considered a satellite communications system with three segments: the ground segment, the satellite segment and the user segment.  The system is revolutionary in the way it marries satellite communications technologies with data compression techniques and consumer electronics technologies to provide low cost, high quality entertainment.

The Ground Segment

The ground segment is that part of the system that gathers and sends information to the satellite for retransmission, along with command and control signals to keep the satellite operating properly and correctly aligned.  These functions are performed by the Castle Rock Broadcasting Center or CRBC, in Castle Rock, Colorado, located just off Interstate 25 about 30 miles north of the US Air Force Academy.  This compact facility is a technology showcase, housing some of the most sophisticated broadcasting equipment in the world.  The following description of the broadcast center from DIRECTV’s website explains it well:

To gather programming content, ensure its digital quality, and transmit the signal up to the satellites, DIRECTV created one of the most sophisticated digital broadcast centers in the world. Programming comes to the broadcast center from our content providers (CNN, ESPN, etc.) via satellite, fiber optic cable and/or special digital tape. Most satellite-delivered programming is immediately digitized, encrypted, and uplinked to the orbiting satellites. The DBS satellites retransmit the signal back down to every earth-station, or in other words, every little DSS receiver dish at subscribers' homes and businesses.

Some programs may be recorded on Digital Betacam® videotape by the Broadcast Center's state-of-the-art automation equipment to be broadcast later. Before any recorded programs are viewed by consumers, technicians use sophisticated post-production equipment to view and analyze each tape to ensure audio and video quality. Tapes are then loaded into Flexicart® robotic tape handling systems, and playback is triggered by a computerized signal sent from the broadcast automation system. Back-up videotape playback equipment ensures uninterrupted transmission at all times.

If you are familiar with multimedia computers, you may have heard of MPEG (which stands for Moving Pictures Experts Group) MPEG is a technology that can compress a moving image so it takes a tiny fraction of the space it normally would for transmission. Uncompressed digital images can be enormous (about ten or twenty seconds would fill up the hard drive on a home computer). Even compressed, digital moving images are very large. Consider this comparison: your modem can transmit information at around 14 thousand bits per second. At DIRECTV, each one of the transponders on the DBS-1 satellite can send more than 23 million bits of information per second to a DSS system, or a little under 2,000 times what a normal PC modem can handle. The DBS-2 and DBS-3 satellites are even faster, at around 30 million bits per second each. This data transmission rate enables DIRECTV to retransmit detailed moving digital video signals to subscribers.

DIRECTV and all DSS receivers employ MPEG-2 technology, the emerging world standard for digital broadcasts. With the use of DSS, DIRECTV is fully digital and "forward compatible" so that consumers can take advantage of emerging technologies, such as interactive services, 16x9 wide screen and HDTV broadcasts.

Digital TV is the future of all TV, most experts believe, and DIRECTV is already there. The DBS satellites even have the capacity to handle High Definition TV (HDTV), when that comes along, and the DSS systems are designed so they can be upgraded to handle it too. In the meantime, the DIRECTV signal is so clear and sharp that you won't believe all the sports, entertainment, and news you're watching is coming off your same old TV.
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Castle Rock Broadcasting Center

THE DIRECTV® BROADCAST FACILITY

Uncompromised building design and redundancy for all support systems:

· Located in Castle Rock, Colorado.  

· Two-story 55,000 square foot building with integrated office, shipping, and receiving areas.  

· Operational 24-hours a day, seven days a week, with a total on-site staff of approximately 180.  

· Complete emergency power system housed in a separate building that features three 1.5 megawatt generators with noise suppression systems.  

· Back-up electrical system with a full uninterruptable power supply (UPS).  

· Advanced computerized support system monitoring building environment, UPS battery management, fire and security systems, and health and safety systems.  

· 100,000 gallon fire suppression system, also available for use by the Douglas County Fire Department.  

· The biggest surge-suppresser you've ever seen. 

THE DIRECTV BROADCAST SYSTEM

The most advanced and state-of-the-art, all serial-digital equipment:

· Fully-automated Sony broadcast system can process and send up to 200 video and audio channels simultaneously.  

· 512 input x 512 output Sony digital routing switcher, which carries 4 audio signals with each video signal, part of a 1,024 input by 1,024 output virtual signal routing matrix.  56 Sony Flexicart robotic videotape playback systems.  

· Two 1,000-cassette Library Management Systems that compile commercial and interstitial promotional messages for on-air playback.  

· Over 300 Sony Digital Betacam videotape machines.  

· State-of-the-art scheduling system developed by MEMEX Software, Inc. provides program library maintenance, multi-channel program schedules, broadcast log resource assignments, and second-to-second broadcast logs.  

· 56 Thomson/CLI multi-channel compression systems compatible with MPEG-2 standard.  

· Sophisticated encryption systems in the Conditional Access Management Center provided by News Datacom, Ltd.  

· Four 13-meter transmitting antenna systems, six 6-meter C-band receive-only antennas, two 4.5 meter Ku-band receive-only antennas, and a ten-meter Torus multi-satellite, multi-band receive only antenna.  

· 54 high-power satellite uplink transmitters.  

Space Segment

The space segment consists of three HS 601 high power satellites.  Known as DBS-1, DBS-2 and DBS-3, these satellites are in geosynchronous orbit 22,300 miles above the earth at 101 degrees west longitude.  From this position, the satellites have a transmission footprint covering the entire continental United States.  Geosynchronous means the speed of the satellite’s orbit matches the Earth’s rotation; thus the satellite appears to be stationary in space with respect to its position above the earth.  HS-601 satellites are 3-axis body stabilized spacecraft using a zero momentum biased control system; in other words the satellite’s antenna remains pointed at the ground station without the need to spin the satellite to stabilize its body.  A pair of solar arrays that span 31 meters and generate 4.3 kilowatts of power powers the spacecraft.  They power 16 transponders that transmit 120 watts in the Ku-band (11-14 gigaHerts)
 with 48 to 53 decibel-watts (dBw) of effective isotropic radiated power and 24 megahertz of bandwidth.

What all this impressive technospeak means is the satellites can broadcast a signal to just about anywhere in the lower 48 states.  The signal strength is great enough that an antenna only 18 inches in diameter will receive it.  Since each of the 32 transponders on each satellite can carry up to five standard channels of television programming, the three satellites have a combined capacity of over 200 channels of programming. Since DBS-2 and DBS-3 are used solely by DIRECTV, the company can offer over 175 channels to its subscribers.

The HS-601 has a design life of 12 years.  The principal limiting factor in the spacecraft’s life is the amount of onboard propellant available for maintaining spacecraft alignment on orbit.  DBS-1 was launched from Kourou on 18 December 1993 using an Arian 44L launch vehicle, and has an orbital mass of 2860 Kilograms.  DBS-2 was launched from ESMC on an Atlas 2A on 3 August 1994 and also masses 2860 Kilograms.  DBS-3 was launched from Kourou on an Arian 42P on 10 June 1995; it masses 2934 Kilograms.
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Hughes HS 601 Satellite

User Segment
The user segment consists of the receiving antenna and an integrated receiver/decoder (IRD).  The antenna is an offset disk, available with either a single or dual low noise block (LNB) converter.  A dual LNB permits the connection of a second IRD.  The function of the LNB is to collect the signal reflected from the antenna disk, convert the signal to a lower frequency range (950-1450 MHz), amplify it and send it to the IRD via coaxial cable.  Because of its offset design, the antenna can be mounted in a near-vertical position, reducing problems associated with rain and snow collecting on the antenna’s surface.  In addition, the offset position of the LNB makes the dish more efficient, enabling use of a smaller diameter dish.

To receive the signal from the satellites, the antenna must have an unobstructed view of the southern sky.  The specific azimuth (left-to-right) and elevation (up-and-down) settings for the disk vary according to physical location.  Once the antenna collects the signal, it is transmitted to the IRD over coaxial cable.  The IRD contains a “smartcard” access card and performs a number of functions.  First, using authorization information stored on the access card, the IRD decrypts the signal.  It also decompresses the signal using MPEG-2 technology, and converts the digital signal to an analog television signal compatible with the standard color TV receivers in use in the US.  The IRD also receives control and service authorization information, which is stored in the access card.  Based on stored credit limits, the IRD permits purchase of impulse pay-per-view features such as movies or sports events, stores information about purchases and periodically forwards this data to the billing center using a built in modem and callback feature.  The IRD uses a standard telephone jack for callback functions.

The antenna and IRD are sold in over 26,000 retail outlets throughout the country and range in price from $200-500.  Thus, the equipment needed to use a sophisticated satellite communications system is relatively cheap.
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Typical User Equipment

Role of Information Technology
Information technology drives the daily functioning of the complex network of activities required to deliver DIRECTV service to a customer.  One way to appreciate the complexity of daily operations is to examine some of the basic business processes and the systems supporting them. DIRECTV’s business is to generate revenue from subscribers by providing program services.  This business can be viewed as three broad processes: getting programs to air; obtaining and authorizing customers; and revenue collection through billing, payments, fulfillment and back office support.  Each of these processes depends on a number of systems working together.

Getting a Program to Air
These are some of the systems and their functions required in order to get programs to air:

· Contract Management System: Stores information about deals with studios, distributors, and private network operators.

· Supplier Management System: Calculates payments to program providers based on information from contracts and numbers of subscribers receiving service (from billing system).

· Blackout Maps: Using contract data builds data file defining blackout areas to feed traffic scheduling.

· LA Traffic Scheduling: Generates codes for every service and event that will air on every channel.  Feeds other systems.

· Program Listing Service: Feeds descriptive data about program content to traffic scheduling.

· Subscriber Transaction Management System (STMS) (Billing System): Receives service and offer codes, contains pricing information, interfaces with Traffic and Controlled Access systems to give customers access to available programming.

· Program Guide: Generates data for on-screen program-using information from traffic scheduling at LA and CRBC and from USSB.

· CRBC Traffic Scheduling: Takes program inputs from fiber optic, digital tape and satellite downlinks and combines it with event data and outputs audio and video to uplink system and control information to the conditional access system.

· Conditional Access: Generates access authorization and security data and feed uplink system.

· Uplink System: Combines digitized encrypted audio and video program data with control data from conditional access, and transmits to satellites.

· Network Monitoring IRDs: Receive data from every channel on every transponder on each satellite.  Monitoring for signal quality, event timing, etc.

· IRD: Determines access to programs, displays on-screen program guide, decrypts, decodes, and decompresses audio and video content.

Obtaining and Authorizing Customers

Theses systems support functions associated with adding subscribers, tracking and paying dealers, and generating access authorizations through controlled access systems.

· Subscriber Transaction Management System (STMS) (Billing System): Database of pending and active customers; including training system and reporting database.  Tracks customer purchases, sends authorization data to controlled access system and generates reports.

· Dealer Input Systems: Transmits data about new customers from dealers using fax, phone and electronic data interchange (EDI) to intermediate systems.  Intermediate systems transmits data to billing system via online access or EDI.

· Dealer Tracking System: Database of authorized dealers.  Feeds accounting, dealer fulfillment, and telemarketing systems; interfaces with billing systems.

· Billing Front Ends: Online transaction processing systems linking customer service representatives (CSR’s) to the billing system.

· Telemarketing System: Routes and tracks customers’ calls and call metrics.  Displays customer information, program and pricing data.  Transmits data from CSR’s to billing front ends.

· Audio Response System: Allows installers to activate service on new customers through a phone connection to the billing system.

· Conditional Access System: Receives subscriber action data from billing system and generates authorization data for uplink to satellite.

· Uplink System: Transmits authorization data to satellites.

· IRD: Through access card, authorizes service based on data sent from satellite.  Stores and forwards impulse pay-per-view data to billing system via callback mechanism.

Billing/Payments/Fulfillment/Back Office

These systems support revenue collection, accounting and management reporting.

· STMS: Generates daily billing data files and transmits to mail processing center.  Sends customer credit card data to credit card processing center.  Receives credit card payment data.  Receives and posts remittance files from remittance processing centers.  Receives impulse pay-per-view callback data from controlled access system.  Computes sales taxes.  Computes buy rates for programming and transmits to supplier management system.  Transmits input files, billing reports and dealer commissions data to accounting system.  Outputs billing reports to NRTC Management Center.  Communicates with billing front end processors to transmit/receive data from online systems and users.  Outputs collection files to collection files to collection agency.

· DTV Management Center: Sets operating parameters for the billing system; service and event setup; ad hoc report generation.

· Mail Processing Systems: Uses billing system data files to print statements, prepare bills and inserts, package and meter the envelopes.

· Remittance Processing Centers: Receive, process and input customer payments; transmit daily remittance files to billing system.

· Credit Card Processing: Processes customer payments via credit card.

· Accounting System: Takes inputs from supplier management, dealer payment and billing systems, generates supplier payment checks, dealer commission checks, general ledger, ad hoc reports.

· Tax System: Supplies tax rules to billing system; generates tax returns rising billing system tax files.

This description of the of systems in use at DIRECTV is necessarily generic and is not all-inclusive.  There are many additional systems supporting specific segments of the business and particular sub-processes.  These systems pass data back and forth through various interfaces, ranging from manual data entry (a person at a keyboard) to fully automated data communications via long haul data lines.  Each system can be complex enough that one or more analysts are assigned just to understand and monitor the operation of that system.  Thus, information technology permeates every facet of DIRECTV’s business; the business could not operate nor even exist without it. It depends on the complex interaction of systems of systems.  These two notions--complexity and systems of systems--are important in understanding the power and frailty of information technology.

Some Thoughts About Outsourcing

As outlined in the background portion of this paper, outsourcing was and is a key business strategy at DIRECTV.  But as one executive pointed out, “You don’t outsource to save money.  You outsource to get capabilities you don’t have.”  This view explains why so many critical activities were outsourced at launch of business.  DIRECTV needed many varieties expertise and outsourcing was the only readily available and reasonable way of acquiring the desired competencies in time to bring the product to market.  And it is not just the large functions that are outsourced.  Pinkerton provides security services.  Office Depot delivers office supplies.  Contractors service employee office bars on every floor, stocking coffee, hot cocoa, tea and sweeteners.  General and specialized contractors provide construction, electrical and network cabling expertise. Many of these contractors have worked with the company since its inception and with Hughes Electronics for years before DIRECTV formed.  Thus, the company and its contractors have long standing relationships.  The people involved in these business relationships have solid expectations and a great deal of experience working together.

Contractors and “Temps”

Contractors and temporary employees (“temps”) supplement virtually every department, from Human Resources (HR) to Marketing to IT.  When I arrived, the HR assistant for the vice president of information technology was a temp.  The Critical Business Systems secretary is a temp.  Four of the people working for me were temps.  If a temp works well, they may be offered a full time position.  In fact, “rent-to-hire” is a standard practice.  Managers use temps to fill empty positions, and only after working with someone for an extended period will they offer them a permanent position.  This strategy mitigates hiring risks.  It gives the employer a chance to evaluate the skills and “fit” of a potential employee.  It also gives the employee a chance to evaluate their comfort and satisfaction with the company.  The downside is frequent turnover, a higher training burden, and some loss of continuity as temps cycle through.  The upside is a higher probability of long term satisfaction and success for the employee, the manager and the company when temps become full time employees.  Using temps allows the company to flex its workforce to changing requirements, hire special skills for one-time projects, and fill vacant positions faster.  DIRECTV can leverage a larger pool of prospective workers by using the temp agency to do the screening, advertising and administrative work, thus keeping the DIRECTV HR department focused on permanent employees.  Moreover, some people prefer temp positions because it gives them the freedom to choose when, where and how long they work.

Outsourcing is Not For Everyone

Outsourcing is not a panacea.  And it is interesting to note that despite the fact that large portions of the IT business at DIRECTV are outsourced, about 200 of DIRECTV's 1200 permanent employees work in IT--about 16 percent.  This does not include temps, consultants and vendor technicians who provide on-site hardware and software support.  So, if billing system operations and software development are outsourced, why have so many IT specialists on the payroll?

There are a variety of reasons.  First, you don’t always get what you want, you get what you contract for.  And since it is nearly impossible to predict exactly how your business needs will grow and change, it is nearly impossible to write a contract that delivers what you want:  responsive, reliable, flexible IT support.  Instead, you get the support you contracted for at service levels expressed or implied in the contract; the less explicit the definition of service levels, the less likely you are to get what you want or need.  Some examples from DIRECTV’s experience will illustrate the potential pitfalls.

The Billing System

DIRECTV outsourced the development of their billing system.  At launch, this made sense because Hughes Electronics and its subsidiaries had virtually no expertise in customer billing systems.  Four years later, many in the IT department are questioning the value of the current business relationship.  DIRECTV finds itself in a dynamic, competitive environment.  Business objectives are constantly changing, business rules keep changing, and the software supporting the business needs to change with the business.  In addition, a billing system originally designed to handle a couple million customers is already handling 3.5 million, and must grow to double or triple that capacity soon.

DBS (the software vendor), on the other hand, must try to optimize its profits by earning as much revenue as possible by maintaining and improving the existing software.  It must also try to maintain a relatively stable workload to avoid churning its employee base.  And the nature of software development requires technical experts with some depth of experience and knowledge of the systems being maintained.  Therefore, using temps is not as effective an approach for the software company.  The differing business objectives create a tension in the business relationship, despite strong efforts in both companies to stay aligned.  A major factor in these tensions is the contract.  In some cases, it does not adequately define performance.  In others, the rates in the contract and the definition of what constitutes new work as opposed to repair of defects in the product put the companies at odds with one another.  To limit and manage the misalignment, DIRECTV hired expensive IT professionals who spend the bulk of their time overseeing the vendor. Some of these people are managers, some are analysts; all have IT experience.  They have offices in the same city as the vendor.  They spend hours each week (sometimes each day) in teleconferences coordinating priorities, scheduling work, and tracking the development, testing and delivery of software.  They travel frequently from one coast to the other (DBS is headquartered in North Carolina).  In other words, when you hire someone else to do your software development, you still need a team of skilled software professionals to make sure you get what you pay for—software development is an expensive, painful process.

In a similar way, DIRECTV found it necessary to form a group of IT specialists to monitor the work of the Digital Equipment Corporation (DEC) team doing billing system computer operations.  DEC equips and runs the complex network of more than 25 VAX computers and hundreds of disk drives, along with the myriad of other equipment needed to host the Subscriber Transaction Management System database.  Here, too, the contract did not adequately define the nature and meaning of service levels.  The resulting ambiguity and differing interpretations caused differing expectations, differing priorities, and differing responses.  To better focus the vendor on DIRECTV’s needs, DIRECTV put together the Critical Business Systems group.  These DIRECTV professionals analyze system problems, and explore options for improving the system’s reliability and response time.  They assist the vendor in troubleshooting and in planning for the future.  They are the interface between the customer’s business needs and the vendor.  The result is a curious and ironic situation.

Outsourcing IT an Error?

The enterprise outsourced key IT functions to gain capabilities it lacked.  But to keep the vendors tuned to the company’s changing and rapidly expanding needs, it became necessary to expand in-house expertise to the point where outsourcing now makes less sense.  In fact, at more than one of the companies we visited in Round Table discussions, senior managers and CIO’s said they thought outsourcing the company’s IT operations was, in hindsight, a strategic error.  Many companies outsourced to reduce costs only to find they lost the flexibility and responsiveness to keep information systems serving their business needs.  To better manage and control relationships with IT vendors, they build an IT staff that is capable of doing the job nearly as well as the vendor.  So, if you need software specialists to monitor and manage the operations vendor, why not do it yourself?  That may well be the path some businesses choose to follow.  

IT & The Enterprise

The Wide Area Network

Many of the IT challenges confronting DIRECTV are similar to those we face in DOD.  To link the web of vendors, systems and information that comprise the business, DIRECTV needs a robust, redundant, but cost efficient wide area network (WAN).  In reviewing the cost of long-haul communications lines forming the WAN, they discovered some lines were provided by vendors and some they (DIRECTV) leased directly from long-haul carriers like AT&T.  Their vendors were leasing their lines from the same long-haul carriers, but the vendors were paying higher rates; and of course, the vendor passed these costs to DIRECTV through the contract (sometimes with additional markup).  Once they discovered the cost differential, DIRECTV began leasing lines at their lower rate and turning off the circuits their vendors had leased.  The savings are substantial; the monthly costs of a single line can be as much as 30% cheaper.  And “owning” their WAN circuits gives DIRECTV a couple other business advantages.  First, the greater the volume of business they do with a given long-haul carrier, the greater their leverage in negotiating beneficial rates and obtaining preferred service.  Second, by “owning” the circuits, DIRECTV has the ability to “unplug” one vendor and “plug-in” another, should business needs so dictate.

The WAN supports a variety of business activities, from linking the billing system to customer service representatives, to daily transfers of critical information files for billing and remittance.  It also ties the local area network (LAN) to the rest of the world.  The LAN is another realm of challenges for DIRECTV, as it is for DOD.

The Local Area Network

At DIRECTV, the LAN ties together over 1200 employees, contractors, temps and vendors with email, Intranet and Internet services, and access to file storage, information, and applications on network servers.  Daily operations rely on the LAN.  Email supplements and supplants other modes of communication.  But, like DOD, the network, its applications, and its use have evolved over time.  A system purchased in one office was linked to a different system in another office.  Office networks grew into department networks.  Department networks were upgraded or linked to larger networks.  As these systems grew, there may not have been any standards or architecture; frequently the driver for growth was an urgent business requirement.  What was once adequate is now a limiting factor.  What was once relatively simple is now, in fact, quite complex.  And what was once nice to have is now essential.  The LAN is a fundamental part of the business infrastructure.  It should be fast, reliable and efficient.

Instead, it is often not so fast or reliable.  Why?  Because it evolved.  Network architectures that work well for 200 or 300 or 500 may not work so well for 1200 or 1500.  Because it is infrastructure, estimating the LAN’s business impact is difficult.  Quantifying return on investment is not easy, especially when some aspects of the LAN’s impact are intangible.  Justifying investment for upgrades is equally as difficult.

Designing, building and maintaining an effective robust reliable LAN takes skilled professionals and good equipment.  Neither are cheap.  Replacing an existing LAN is expensive and time consuming.  DIRECTV’s LAN evolved over the life of the company.  Its evolution entailed compromises between what was needed and what was affordable.  The result is not uncommon: it works, but not as well as it could.  As the company continues to grow, maintaining and improving the LAN at a reasonable cost will continue to be a significant challenge.

The Desktop

A third area challenging many IT departments is the desktop.  The task of installing and maintaining the personal computer (PC) hardware and software that resides on an employee’s desktop is perplexing indeed.  First, many people think of a PC as a “simple” computer.  In fact, the PC is more powerful and more complex than mainframe computers of the not-so-distant past.  Current versions of Microsoft’s popular operating systems, Windows 95 and Windows NT, contain millions of lines of code.  And the internal and external devices connected to the PC and the array of software programs that run on these devices are all better characterized as complex, rather than simple.  Thus, the first challenge of the desktop is managing complexity.

The second challenge is the “personal” in “personal computer.”  To keep maintenance tasks manageable, IT departments prefer a standard machine configured with a standard software suite.  Individual users, however, often need or want specific kinds of software tailored to their particular needs.  Because it is a “personal” computer, some users insist on configuring it personally.  Which is fine, if they know what they’re doing; most don’t.  Thus, interesting and opposing tensions grow out of users’ needs and the IT departments’ attempt to satisfy them.

A third challenge with desktops is the incredible rate of change in the technology.  Because the hardware and software evolve so rapidly, deciding when and what to upgrade is perplexing.  DIRECTV has been working on just such a problem throughout my tenure here: converting from Windows 3.1 to Windows NT.  Such a conversion is not a trivial task.  It involves much planning, endless troubleshooting, and involves literally hours per computer.  And the people doing the rollout are the same ones who were fully employed just taking care of the existing systems.

The Help Desk

A fourth challenge is staffing the Help Desk.  Because PCs and desktop software are complex, most businesses need a central point of contact for users who need help with technical problems.  The challenge is in finding the right people to staff this function.  Ideally, Help Desk people have enough expertise to diagnose a user’s problems and talk them through a solution.  Generally, however, the people who have the expertise to fix those problems are in great demand and not particularly inclined to answer phones--they’d rather be out there working on the systems.  In short, it is difficult to find qualified people to run the help desk.

Overall, DIRECTV is meeting the challenges of local area networks, the desktop and the Help Desk better than we are in DoD; the network works most of the time, most desktops have a useful array of software tools, and the support staff is responsive and helpful. However, state-of-the-art and world class are not appropriate descriptors.  As a result, much of the potential for doing business smarter with IT remains untapped.

Care & Feeding of Techies

One of the most interesting facets of my stay at DIRECTV was the opportunity to get to know the “techies.”  Loosely speaking, a “techie” is anyone working in the broad area of IT that has particular technical expertise.  More specifically, these are the programmers, system administrators, network analysts, database administrators, systems integrators and computer scientists who make complex IT systems work.  Skilled IT professionals are in great demand in the business world, and because the supply is short, IT people can literally choose when, where and how they work.  DIRECTV had about 15 percent of its IT positions open, and expected annual turnover of about 13-15 percent.  With about 200 positions on the books, they anticipated the need to hire 60 people in 1998 to fill existing vacancies and replace losses.  These kinds of numbers were common in the other firms we visited.  Competition for good IT people is fierce.

Supply and Demand

Good IT people are typically above average intellectually and usually enjoy challenging work.  They typically like to be involved with “new” technology, as opposed to “old” technology.  These factors pose certain challenges for the business that wants to attract and retain skilled techies.  It is not enough to simply offer a competitive wage, because many firms pay well.  To attract and retain good techies means offering challenging projects, the opportunities to broaden one’s skills, or the opportunity to advance in management or scope of responsibility.  And oddly enough, much of the actual day-to-day work in IT is mind-numbingly tedious.  Checking error logs, setting system parameters, debugging software code, tuning the system--these are all tasks that, quite frankly, would make my head hurt.  Finding people who can do this work and keep them is a constant battle.

“Hot” Technologies

Sometimes techies won’t admit they have certain skills or won’t be interested in a particular job because they don’t want dead-end expertise on their resume.  For instance, the “hot” programming technologies are Java, C++ and just about anything to do with object-oriented programming languages.  Programmers are eager to learn these languages, and to work where they can expand their expertise in these areas.  Similarly, network people are more interested in jobs on NT networks than in Novell or Banyan; NT is the “hot” system.  As hardware and software systems age and move away from the cutting edge, it becomes more difficult to find people with the necessary skills who are willing to work with those systems.  A notable exception is the growing interest in COBOL programmers because of the large number of legacy programs with year 2000 problems; more on that later.

Who Do You Know

IT professionals not only build computer networks, they network in the business sense of the term.  Through friends, associates, former employees and employers, they keep tabs on where the jobs are, who’s hiring and what sorts of project may be coming along.  In addition to job candidates supplied by the HR department and "head-hunting" agencies, most managers have a short list of people they’ve worked with and would like to bring on board.  Personal knowledge of the breadth, depth and character of another’s expertise is a potent factor in hiring.  Business networking is an important source of information and referrals.  Finding good people can literally depend on whom you know.  One of the risks in the competitive hiring environment is that a business can lose several good employees at once, particularly if job satisfaction depends on factors other than pay.  On more than one occasion in the past few months, when a manager left the company to take a new job, so did several of his or her staff.  In extreme cases such losses can jeopardize critical business functions, even when an outsourced vendor performs those functions.  IT managers thus ignore the job satisfaction of their techies at no small peril.

The higher you go in the management pecking order, the more pronounced the tendency to focus on make-or-break projects involving current technology.  The typical corporate chief information officer wants to achieve major success in 18-24 months so that he or she can be competitive for a bigger job (and paycheck) at the next company that hires them.  Conversely, the CIO who does not succeed on a major project in 18-24 months is just as likely to be replaced.  Thus, they have strong incentives to do well, and they work hard.  But organizationally, a cohesive and stable long-range vision for IT is difficult to create and sustain.  And perversely, the greater the rate of change, the greater the turnover, or the more dependent the enterprise is on IT to enable its business processes, the more critical it is to have a coherent long range IT plan.

Implications for DoD

The implications of this competition in the commercial sector for DoD are not good.  It is already difficult to find qualified IT people to work in government jobs.  In my previous assignment, I commanded a computer systems squadron.  Our airman and junior NCO programmers would come to us from technical school with minimal skills.  As soon as they acquired even the most rudimentary skills, they could double their salary in the civilian market.  Few chose to reenlist.

The same problem applied to my civilian employees.  Because of the limitations of working within civilian personnel grade structures, the best most of the highly qualified programmers and network analysts could aspire to was a GS-12 or GS-13 position.  These skilled, experienced people were in great demand in the commercial world.  Those who chose to give up their government careers commanded salary increase in the tens of thousands of dollars.  Less than a year after my departure, four of the of the most experienced and promising civilian leaders left for jobs with private industry giving up years they’d invested toward civil service retirement.  Fewer and fewer are going to be content to settle for below average pay, outdated technology, and the typical frustrations of less than adequate staff and resources to the job.

Perhaps, the argument goes, government (especially the military) should not be in the business of writing software or doing computer operations.  We can outsource these functions and let the commercial sector do it for us.  We can; and they will--for a price.  The more you want and need the technology, the better the price they will command.  And you will still need smart technical experts who can state your requirements, monitor contractor performance, and validate the quality and value of the service you get.  There is no easy solution or silver bullet here.  One way or another, we will pay more to get the IT expertise we need because the market is hot.

The Clean Sheet of Paper

There is an alluring proposition often mentioned when IT and business professionals are unhappy with the shortcomings of existing processes and systems.  It goes like this: “If only we could start with a clean sheet of paper, we could design this system the right way.”  This is a myth.  DIRECTV is a prime case.  No other business was providing direct broadcast satellite television on the scale DIRECTV hoped to achieve.  And they started from scratch, with the proverbial clean sheet of paper.  In many cases, DIRECTV tackled and solved technical and business problems in innovative ways.  But reality dictated any number of constraints--timing, funding, the state of commercially available technology.  The clean sheet of paper myth presumes an unconstrained environment; business inevitably involves constraints.  The compromises resulting from the constraints mean the billing system is not a radical new design, but an adaptation of existing hardware and software technologies  Understanding the tradeoffs and accepting the costs and risks are part of the process of doing business.

Commercial-Off-The-Shelf (COTS)

Closely related to the clean sheet of paper is the COTS myth.  The notion here is that the commercial world has already produced a product or system that will meet your needs.  Especially in the realm of software systems, the suggestion is that one should never be writing new code because someone has already built the system you need.  Just find it, buy it, take it out of the shrink wrap and put it to work.

Once again, the reality is some-what more cumbersome.  DIRECTV runs a help desk for PC’s and the LAN, and a support center for critical systems.  Both of these functions use an existing software tool to track trouble tickets, and both are interested in replacing the existing tool with a COTS software package.  There are several packages available on the market.  The project leader has narrowed the competition to two products.  She identified a range of options for implementing the software, from “out-of-the-box” to in house modifications to full customization and integration done with the assistance of consultants or value-added resellers.  She hired consultants to assist with defining and validating requirements and analyzing hardware requirements.  Her findings: we can buy and implement the system out-of-the-box, but it will not do what needs to be done.  In-house modifications will take longer than desired and pull existing resources from other important tasks.  Using consultants for the basic requirements increases the cost by an order of magnitude.  Having consultants complete the project to meet all identified requirements is even more expensive, and takes months to implement.  A COTS product exists, but the product is not the solution.  An integrated system is the solution, and it takes substantial effort to create an effective system, even when you start with an off-the-shelf product.

Using COTS products is certainly cheaper, faster and easier than starting from scratch, but it is not necessarily a trivial task.  Even relatively small projects can be complex in execution, particularly when you are unwilling or unable to modify your business processes to fit the package.  Conversely, you may have to radically change your existing processes to fit the requirements of the software package

Birth & Evolution of Critical Business System

Working at DIRECTV afforded me the opportunity to observe and participate in the formation of a new operating group in the IT department.  The group came to be known as Critical Business Systems.  Throughout my 10-month stay, the group’s charter, scope and size constantly evolved under the adept leadership of its talented manager.  In some respects his challenges and frustrations were all too familiar; in contrast, the broad freedom he enjoyed to shape what and how his group did business gave me insights as to how the business world can adapt and innovate.

About the time I arrived in August 1997, DIRECTV’s management was wrestling with some difficult problems related to its billing system and its outsourced vendors.  The system was suffering from performance and reliability problems.  The system was sometimes so slow that customer service representatives would wait minutes between screens while the billing system retrieved data from the database, recorded changes and authorized service.  As loading on the system increased, performance got worse.

In addition to performance problems, the system was not stable; because of hardware or software problems, it was not unusual to have system crashes resulting in outages lasting hours.  Further complicating matters, DIRECTV had recently transferred responsibility for operating the system from the software development vendor to its systems operations vendor, and the transfer had not gone as smoothly as desired.  Relations between vendors were poor.  The business impact was also significant.  First, when the system is slow, it translates directly to increased call handling times in the telemarketing centers.  Wait times correlate with dropped calls, lost revenue and decreased customer satisfaction.  Poor system performance also contributed to deteriorating business relations with the telemarketing vendor.  In telemarketing, customer service reps get paid by how many customers they handle per hour.  When the system is slow, they can’t earn as much.  Slow system performance caused high turnover in customer service reps as they moved to jobs where faster systems let them earn more.  This, in turn, increased training costs for the telemarketing firm. Furthermore, when system performance dropped below contractually agreed upon service levels, DIRECTV incurred financial penalties.  Because of these problems, dissatisfaction with the billing system was rampant.

The Labor Day weekend marks the beginning of DIRECTV’s busiest sales period in the year, running from September through December.  Labor Day was also the focus of an expensive advertising campaign designed to increase the number of residential and commercial subscribers through special programming offers, most notably packages of professional and collegiate football broadcasts.  It was a big deal.  On Friday afternoon before the holiday, the Senior Vice President of Customer Service, the Vice Presidents for Residential and Commercial Customer Service and the Vice President for IT held a conference to review preparations for the weekend.  Critical Business Systems was about 2 weeks old and its charter at this point was to monitor the system operations vendor and work with them to improve system performance.  Mark, the director of the new group, was present in the meeting.

It was clear that Customer Service was concerned about system performance, and wanted some assurance that it would remain viable throughout the weekend; call volume was climbing as new subscribers purchased systems and wanted to get service before football games aired on Saturday and Sunday.  Commercial sales were up too.  Sports bars wanted the service for the weekend games.  Unfortunately, the system was already struggling.  By late Friday afternoon we became aware of significant delays at the customer service centers.  By 5 p.m., a disaster was taking shape.  Screen times were as long as 20-30 minutes.  The cause was unclear; and the operations people wanted to reboot the system, taking it off line for an hour or more.  On the busiest weekend of the hottest sales season, the billing system was in meltdown.

As the crisis unfolded, Mark demonstrated an ability to think clearly and analytically, communicate effectively and unemotionally and to organize and orchestrate a solution.  Every hour through the night, key players joined a teleconference linking the software developers, the system operators, customer service, the telemarketing firm, and a host of others.  These conferences served to keep everyone aware of ongoing events, review effectiveness of actions taken, brainstorm courses of action, and to direct the next set of actions.  Between theses hourly conferences, Mark was in fairly constant telephone discussions with Operations in Colorado Springs.  Before the night was over, he and his boss would escalate the problem to the highest levels of the software and hardware vendor.  Systems and software engineers form North Carolina and Australia to Ireland would be working the problem.  And eventually they would identify some corrective measures and return the system to a usable state in time to authorize service for most of the weekend programming.  The Labor Day meltdown, as we referred to it, generated strong support in DIRECTV’s management for several corrective strategies Mark proposed, and in the weeks that followed, he moved quickly to correct the major problems.  In concert with the system operations vendor, he orchestrated a series of modifications to the system hardware and software.  Together, Mark’s group and the systems group identified and loaded software patches to stabilize the operating system and the database.  They pressed the database company’s software engineers for a detailed analysis of and fix for an unusual glitch triggered by the high transaction volume the system handed (or failed to handle) over the weekend.  They instituted changes in the physical network linking various components of the billing system and made a series of processor, memory and drive controller upgrades.

The Critical Business Systems group also worked with the Commercial Development group and the billing systems software vendor to improve the reliability and speed of the billing software. In one case, they reduced the processing time on a large recurring report from over 24 hours to a far more responsive 3-4 hours simply by creating an index file for a table used in the database. 

The process underlying and enabling the improvements was a concerted campaign on Mark’s part to find and hire a technical team that could accurately assess, analyze and monitor the billing system, the proposed changes and the performance of various vendors involved.  In addition, as he assembled this team, he also made the development of a positive and productive alliance between his team, the systems operators and the software vendor a top priority.  To do that, he and members of his team conferred with the others on a frequent, sometimes daily basis, and traveled often to meet with the vendors face-to-face.  While the strategy was neither cheap nor easy, these efforts eventually began to pay off in markedly improved system reliability and improved performance.   The solution, though, had more to do with the astute management of people and relationships than with particular technical fixes.  Mark was often heard to complain he spent more time being “Henry Kissinger than a computer professional.”  And his diplomacy and leadership created a sense of teamwork and a focus on finding and making solutions happen.  The results continue to benefit the company.

In the months since Critical Business Systems began to take shape, it continued to evolve and expand.  Today it encompasses several functions, unified by the mission of ensuring the reliable operation of systems critical to the business.  The following chart illustrates the organization of the group:
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Billing Operations is further broken out into three areas:
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In addition to the work done by the System Analysis and Support group to stabilize the billing system, CBS accomplished several other major objectives.  The Monitoring and Controls group created an automated real time monitoring system to generate and track specified commands and data from entry at the customer service representative’s keyboard to receipt of data commands at the IRD.  Designed in modular fashion with off-the-shelf components, the system can precisely measure transaction times, pinpoint potential problem areas, and assist in identifying system bottlenecks.  The Utility Development group implemented procedures to simplify and improve how users interact with the system.  The Billing Operations group established a Support Center to monitor system trouble tickets independently of the Help Desk, whose focus and resources were more attuned to desktop and network problems.  The result is a faster and more detailed flow of information to key decision-makers when problems with critical systems are affected.

Business analysts in the Billing Operations group helped eliminate inconsistencies in monthly financial reports, and reduce processing times for the close of each accounting period.  Billing Services brought stability and reduced cycle times to processes for creating and administering program services and offers in the system.

To keep these groups focused and to communicate more effectively with key internal customers, Mark and his managers meet weekly with vice-presidents of Customer Service and Finance to review on-going projects and solicit feedback.  These meetings improved internal customer satisfaction, reduced conflict and generated inter-departmental support for projects or system improvements requiring financial expenditures.  In retrospect, the lesson here is not that anyone of this initiative was particularly unusual, but rather what was unusual was the number of initiatives and the constant energy devoted to sustaining them.  Good leadership is simply hard work--many simple, straightforward techniques applied in the context of a coherent strategy and well thought out objectives.  But because it is intellectually, emotionally and physically draining, few people demonstrate this sort of sustained, energetic leadership.  Those who do find more and more business comes their way--success is a growth business.

Survival of the Obscure: Glitches, Bugs & Complex Systems

Complexity & Systems

My previous job as a commander of a computer systems squadron, my experiences at DIRECTV, and recent events in the news (specifically, the failure of a major AT&T circuit in April 98 and the failure of the Galaxy IV satellite in May 1998), caused me to consider the implications of our reliance on complex systems of systems, their potential for failure and the level of effort needed to maintain those systems.  DIRECTV’s STMS is a good example.

STMS is, in the jargon of information technology, an online transaction processing system.  In other words, it is designed to let lots of users send information and commands to the database system using a long distance network connection and get back information or responses in very short periods of time.  To be useful, such systems generally need to be very responsive (i.e., get back a response in 30 seconds or less) and very reliable.  They must also perform a variety of tasks--the greater the number of tasks and the faster the system needs to be; the more complex it is likely to be.  And therein lies the rub, because the greater the system’s complexity, the greater the number of potential points of failure.

Given that the software for these systems can run to millions of lines of code, it is highly likely that despite the programming teams’ best efforts to find and correct errors (“bugs” in the programmer’s vernacular), some bugs will get through.  It is also likely that the bugs are not problems that show up under normal modes or levels of operation--if so, they are quickly identified and eliminated.  Thus, bugs exist because of a perverse Darwinian consequence of building complex systems--only the obscure bugs survive, and they survive because it is virtually impossible to predict or simulate every conceivable state of a complex system--“survival of the obscurest”.  The final elements in this drama are random chance coupled with big numbers.  Even relatively rare events can happen relatively often, given enough trials.  Roll a pair of dice once, and you’ll see snake eyes an average of once every 36 times.  Roll them 36,000 times, and you’ll get snake eyes about 1,000 times.  The same principle applies to computer systems.  If transaction volume is low, the system is less likely to generate rarely occurring states than when the system volume is extremely high.  Thanks to survival of the obscurest, if a rarely encountered bug affects a critical component, the system can grow unresponsive, unreliable or fail catastrophically.  Even more perversely, if the system continues operating, it may be exceedingly difficult to isolate the cause.  Is it a network problem?  A hardware failure?  Operating system glitch?  A database lock?  A faulty process server?  And how do you find, isolate and fix the problem if the triggering event is transient?

It was precisely this sort of rare, transient glitch that led to the Labor Day meltdown.  Few if any, other businesses use the particular configuration of hardware and software employed in DIRECTV’s billing system.  Because the system is in some senses unique, in every sense large and complex, even the brightest experts will not understand all aspects of the system.  

Complexity and probability make life in IT difficult for another reason: in systems, reliability is computed as a multiple of the reliability of the components of the system.  If component A is 90% reliable and component B is 90% reliable, the system built from these components will be 81%.  Improving mean time between failure in complex systems is a significant challenge.  With millions of lines of code in the software components and hundreds or thousands of hardware components, the multiples literally become system killers.  The typical approach to solving this problem is to build redundant systems.  Critical servers have a backup server; critical circuits have alternate circuits.  Utility power is supplemented with backup generators.  DIRECTV, like many other technology dependent businesses, takes this approach.  The problem with redundancy is cost--everything is twice as expensive.  Even redundancy doesn’t assure operation.  In one case, an AT&T long haul circuit from the billing system to a vendor on the East Coast apparently failed.  The system attempted a switchover to a backup MCI circuit.  If also apparently failed. Investigation determined the cause to be an equipment failure at the far end of the data link in the local telephone facility known as the central office--the primary and backup circuit both terminated at the central office, creating a single point of failure in that node of the system.  So, despite having redundant circuits and fail-over switches, the link went down because there was only one central office.  With hundreds of circuits, it’s not surprising to find some of the failure points go unnoticed until failure occurs.

One of Mark’s managers was adamant about the need to design and build systems for failure.  He would explain that designing a system that will operate is not the most effective approach.  In his opinion, one must design for failure--one must analyze, anticipate and plan for how the system can fail.  

Another way of characterizing complex systems is through the use of chaos theory--complex information systems operate chaotically. Unanticipated or unknown states in the system can create what one of DIRECTV’s computer scientists refers to as “butterfly” effects.  In chaos theory, butterfly effects are small perturbations in a system that propagate to large effects in the system.  Delays measured in milliseconds in database transactions leads to system congestion and failure--a meltdown.  

Systems can be engineered to achieve stable, reliable operation, but in the dynamic and competitive world of business, reality conspires against optimum design.  Requirements are seldom so well defined that a designer can anticipate all needs and potential operating modes of the system.  Resources, whether financial or people, are limited.  Deadlines are real.  Business partners want deals consummated quickly.  Time is revenue generated or revenue lost.  Thus, the pressure of operating with constrained resources to meet hard deadlines leads inevitably to a compromise between the needs of business to get something done and the need to reduce or manage the risk of system failure.  Based on what I’ve seen, the result can best be characterized as “If it ain’t broke, it will be.”

The Year 2000 Problem

During the course of this program, we (the Fellows) had the chance to travel to each of the participating firms and engage in candid discussions on a full range of topics.  I took advantage of these visits to ask each company about their preparations for the Year 2000 (Y2K) problem.  I also spent some time at DIRECTV as a member of their Y2K team.  My impression, based on these visits and my experience with Air Force systems, is pessimistic.

We, business and government, are behind the power curve.  We started late and we put less than adequate resources to work on the problem.  Moreover, industry's senior leadership is in denial about the extent and potential impact of the problem.  Most do understand that the problem is real, they understand corrective action is necessary, and many are convinced their business will solve the problem for most of their critical systems.  They also feel confident that most partners, vendors and suppliers will resolve Y2K problems in time to continue business.  However, two things cause me concern.  First, many of the business people we talked to said “our IT department has it under control,” implying the problem was an IT problem.  Second, the scope of their analysis was limited to business systems and business partners, and assumed that if they and their vendors solved the major system problems, everything would be business as usual.

These discussions contrast starkly with the picture painted by experts on the Y2K problem.  A perusal of World Wide Web sites dedicated to the topic yields a radically different view of Y2K.  A common acronym the use to refer to Y2K is TEOTWAWKI—“the end of the world, as we know it.”  Here you find worst case scenarios discussing the potential for widespread disruption of essential services, social upheaval and lasting, global economic ramifications.

Given the disparity between the business impressions and the computing professionals, I am concerned.  It seems prudent to me to look at Y2K in a broader context, rather than in the narrow context of a particular system.  The Y2K problem is a mission continuity or business continuity problem, not a systems problem.  Yet, in most of the companies we visited, we saw little if any evidence of scenario based planning to evaluate the potential scale of disruption resulting from small to moderate failures across several sectors of business and government.  Most have asked, “what if supplier X cannot deliver the product/service/information we need in order to do business?”  Few have asked,  “what happens if some airlines cannot operate at capacity, one or more regional power grids go down, and rail and truck shipments are delayed for some time?  What proportion of Federal and/or state banking networks will be degraded or fail?  Will the telecommunications network continue to operate at current capacity and efficiency, or will it be affected by node failures?  How extensive is the risk of shutdowns or malfunctions stemming from date-sensitive embedded processors in things ranging from manufacturing, chemical processing, oil refineries, traffic control systems, medical systems, to power generation?  Name virtually any sector of the economy, any agency of the government, and anything from minor inconvenience to mission failure is possible.  The bottom line: we don’t know exactly what will happen, but some things will break.

The question is not can we get it all fixed, the question is how will we continue to do business in the face of potential failures in a number of sectors and systems? How widespread will the failures be and how much disruption will it cause?  No one is certain, but it is likely that we will experience more than a little aggravation, and that assumes a fairly mild impact as a result of Y2K.  Awareness and understanding of the problem have grown much in the last year, but efforts to fix the problems and prepare for contingencies are inadequate.  Also interesting is the reluctance of some consulting firms to get involved in Y2K renovation because of the liability and risk of litigation in the event a client’s systems fail.  Anderson Consulting made a conscious decision to stay out of Y2K renovation.  Moreover, when Sears asked its 4000+ vendors to certify that their (vendors’) systems will be Y2K compliant, many refused to reply.  Apparently, these vendors’ legal departments advised against a reply of any sort, fearing that unforeseen failures could result in more damaging litigation if they had claimed to be compliant.  Sears was wrestling with what to do next.  If anything, businesses appear to be more concerned with the risks of Y2K litigation than with the potential for widespread disruption of the economy as a result of small to moderate failures across several sectors.

Speaking with the CEO’s, the CFO’s and the CIO’s of the companies we visited, I sensed the sincerity, genuine concern, and a sense of urgency with regard to the internal scope of their own Y2K problem and the dawning realization of the cost and complexity of solving the problem.  Talking with systems software and hardware engineers gave me a different sense entirely.  These are professionals who have worked on projects like air defense radars, complex financial systems, or custom-built business applications--people who have built or tested software subsystems on an aircraft, a cruise missile or a satellite.  A conversation with these folks can be down right scary.  They are, generally speaking, level headed, conservative and very bright people who earn a living by being inquisitive, but skeptical, and who are very much in touch with reality.  Some see the Y2K risk as widespread and potentially catastrophic.  They are not planning to fly during the weeks around the millenium change.  They have serious concerns about what may happen to their checking, credit, investment and retirement accounts.  They plan to store food, cash and commodities in case the nation’s logistics infrastructure falters.   They have serious doubts about the nation's ability to fix the Y2K problem.  In other words, the people who have the most intimate understanding of how software works and the kinds of processes it controls are among the least confident that our current efforts are adequate.  That should give us pause.

What Should We Do Now?

Executive Level

Assume some systems will fail.  Do serious scenario based planning for a range of contingencies from isolated power failures to major cross-sector meltdown.  Assess the risks and prepare accordingly.

DoD

Continue to monitor the status of ongoing renovation efforts and the state of critical systems, but change the focus of efforts from tracking systems to mission continuity.  With approximately 18 months left, the focus must now be on how we will accomplish our mission, with or without all the systems we are accustomed to using.  This contingency planning must assume some level of failure in external systems that could affect DoD mission and business operations.  

Business

Business leaders need to view the Y2K threat as a continuity of operations problem.  They need to ask “Do we want to be in business on January 1, 2000?”  If so, they need to do serious scenario based analysis of the potential impacts and act now to mitigate the risks.  

Individuals

Individuals also need to assess the possible impacts of Y2K and take prudent measures to be ready.

Conclusions

No Silver Bullets

My experience working with DIRECTV's IT department leads me to believe that technology offers no silver bullets with respect to doing business smarter.  Technology is certainly an enabler and a force multiplier, but reaping those benefits requires a significant commitment of resources (dollars, people and time), vision, and hard work.  

Good Help Isn’t Hard to Find, But It Isn’t Cheap

Finding and retaining talented IT professionals will be a challenging task for those organizations lacking deep pockets.  Whether we choose to keep these functions in-house or to out-source them, getting the right kind of expertise will be an increasingly expensive proposition.  The DoD will also find it difficult to compete for these professionals as long as the private sector places a great premium on IT skills.  If we cannot offer talented people compensation commensurate with that in the private sector, we will pay the contractors who can for the services we need.

New Year’s Day, 2000 Will Be Interesting

The Year 2000 problem poses a perplexing array of challenges, not the least of which is the extent to which we simply don't know what we don't know.  The risk of Y2K is the unknown unknowns.  Will the electric grids and other utilities fail?  We don't know.  Will business systems fail?  We don't know.  What will be the global effects?  We don't know.  What are the mission impacts for the DoD?  We do not know.  We do know that many businesses and government agencies got started late working on the problem and have not yet applied adequate resources to address the problem.  And, on the basis of personal experience and many examples from business and government, I know that optimism is not a virtue in the software business.  Therefore, I expect systems to fail with unforeseen consequences and unanticipated interdependencies.  The ancient Chinese curse goes "may you live in interesting times."  New Year's Day, 2000 will be interesting.
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